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摘　 要:为了提高相机标定中特征点提取的精度并减小重建后三维空间的误差,故提出一种基于全阈值分割与多约束的双目鱼

眼相机标定算法。 该方法针对传统标定过程中边缘区域噪声大、特征点拟合精度不足的问题,首先在已有的鱼眼镜头统一成像

模型的基础上,利用高斯函数对灰度直方图进行迭代拟合,通过全局阈值分割方法精确提取标定圆的特征点,实现对畸变图像

的高精度特征识别。 然后,在反投影求取空间点的阶段,充分利用三维信息,在原有的距离约束与极线约束基础上,进一步引入

垂直约束与共线约束,构建了融合多几何约束的优化函数,该函数能够同时考虑整体空间结构与局部几何关系。 在实现上,采
用圆形标定板结合全局阈值椭圆边界检测策略,并利用 Levenberg-Marquardt 算法对多约束目标函数进行迭代求解,从而提高参

数估计的收敛性与稳定性。 实验部分在双目鱼眼系统下完成了多组标定测试,设置了距离误差、极线误差、垂直误差与共线误

差等指标进行评估。 最终结果表明,所提方法在特征点检测与参数优化方面均具有较高精度,平均重投影误差( MRE)较传统

方法降低 30. 85% ,三维空间误差降低约 45% ,测试图像的平均误差低于 0. 3% ,验证了算法在精度与鲁棒性上的显著提升。 该

研究为鱼眼双目视觉系统的高精度标定提供了可靠的参量依据。
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Abstract:
 

In
 

order
 

to
 

improve
 

the
 

accuracy
 

of
 

feature
 

point
 

extraction
 

and
 

reduce
 

the
 

error
 

in
 

the
 

reconstructed
 

3D
 

space
 

in
 

camera
 

calibration,
 

we
 

propose
 

a
 

full-threshold
 

segmentation
 

and
 

multi-constraint
 

binocular
 

fisheye
 

camera
 

calibration
 

algorithm
 

in
 

this
 

paper.
 

To
 

address
 

the
 

problems
 

of
 

large
 

noise
 

in
 

edge
 

regions
 

and
 

insufficient
 

fitting
 

accuracy
 

of
 

feature
 

points
 

in
 

traditional
 

calibration,
 

firstly,
 

based
 

on
 

the
 

unified
 

fisheye
 

imaging
 

model,
 

a
 

Gaussian
 

function
 

is
 

used
 

to
 

iteratively
 

fit
 

the
 

grayscale
 

histogram
 

and
 

a
 

global
 

full-threshold
 

segmentation
 

method
 

is
 

applied
 

to
 

accurately
 

extract
 

circular
 

calibration
 

feature
 

points,
 

thereby
 

achieving
 

high-precision
 

feature
 

identification
 

in
 

distorted
 

images.
 

In
 

addition,
 

multi-constraint
 

optimization
 

function
 

that
 

integrates
 

vertical
 

and
 

collinear
 

constraints
 

is
 

proposed
 

as
 

a
 

supplement
 

to
 

distance
 

and
 

epipolar
 

constraints.
 

It
 

fully
 

exploits
 

3D
 

information
 

in
 

the
 

inverse-projection
 

stage
 

of
 

spatial
 

point
 

reconstruction,
  

simultaneously
 

considers
 

the
 

overall
 

3D
 

spatial
 

structure
 

and
 

local
 

geometric
 

relationships
 

of
 

the
 

reconstructed
 

points.
 

In
 

implementation,
 

a
 

circular
 

calibration
 

board
 

combined
 

with
 

a
 

global-threshold-based
 

ellipse
 

boundary
 

detection
 

strategy
 

is
 

adopted,
 

and
 

the
 

multi-constraint
 

objective
 

function
 

is
 

iteratively
 

solved
 

using
 

the
 

Levenberg-Marquardt
 

algorithm,
 

thereby
 

improving
 

the
 

convergence
 

and
 

stability
 

of
 

parameter
 

estimation.
 

Experiments
 

are
 

conducted
 

on
 

a
 

binocular
 

fisheye
 

system,
 

where
 

multiple
 

calibration
 

tests
 

are
 

performed
 

and
 

evaluation
 

metrics
 

including
 

distance
 

error,
 

epipolar
 

error,
 

vertical
 

error,
 

and
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collinear
 

error
 

were
 

used.
 

The
 

experimental
 

results
 

show
 

that
 

the
 

proposed
 

method
 

attains
 

high
 

accuracy
 

in
 

feature-point
 

detection
 

and
 

parameter
 

optimization:
 

the
 

mean
 

reprojection
 

error
 

( MRE)
 

is
 

reduced
 

by
 

30. 85%
 

compared
 

with
 

traditional
 

methods,
 

the
 

3D
 

spatial
 

error
 

is
 

reduced
 

by
 

about
 

45% ,
 

and
 

the
 

average
 

error
 

on
 

the
 

test
 

images
 

is
 

below
 

0. 3% ,
 

which
 

verifies
 

significant
 

improvements
 

in
 

both
 

accuracy
 

and
 

robustness.
 

This
 

study
 

provides
 

a
 

reliable
 

parameter
 

foundation
 

for
 

high-precision
 

calibration
 

of
 

binocular
 

fisheye
 

vision
 

systems.
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0　 引　 　 言

　 　 双目视觉系统作为一种视觉测量技术[1] ,在工业生

产[2-3] 、交通安全[4-6] 、农业技术[7-8] 等各个领域起着越来

越重要的作用。 鱼眼镜头的出现解决了视场范围局限性

的问题,然而,由于其焦距短的特点以及光学原理的约

束,在获取大视场的图像同时也会带来很大的形变。 在

对鱼眼相机进行标定的过程中,影响标定结果精度的因

素有很多,例如相机曝光时间、特征点提取的精度、图像

的数量与噪声的影响[9] 等,因此,实现鱼眼相机标定的高

精度与鲁棒性依然是一个挑战。 文献[10-11]对相机提

出自标定的方法,这种方法可以灵活快速的完成标定但

却牺牲了标定精度,因此它并不适用于需要高精度的应

用场景。 吴军等[12] 提出了一种基于棋盘格标定板的球

形投影模型的标定方法,但鱼眼图像的边缘部分变形明

显。 Bu 等[13] 指出圆形标定板比棋盘格式标定板表现为

中心拟合精度高,受噪声的影响较小,因此根据同心圆的

通用自极三角形算法计算出特征点的亚像素坐标。 Cai
等[14] 利用相移法生成的圆光栅而取代同心圆进行标定,
获得摄像机的内部参数,但该方法相对复杂耗时。 为了

得到更精准的参数,通过最小化三维坐标系中的各种误

差来进行相机校准也是一种流行的做法。 Cui 等[15] 提出

了一种精确的双目系统标定方法,在三维测量坐标系中

通过最优三角测量来最小化重建点与地面真实值之间的

度量距离误差,并结合了极线约束和相邻特征点之间恒

定距离约束来增强了优化过程。 Nie 等[16] 引入 3 个度量

误差标准来评估三维重建的精度,建立并解决非线性多

目标优化问题。
由于圆形目标模式易于检测和定位精度高的优

点[17] ,采用圆形标定板取代传统的棋盘格标定板进行实

验,并提出一种全局阈值算法对图像进行阈值分割,对标

定圆进行识别与排序,完成相机的标定。 另外,为了最小

化由相机参数计算出来的三维信息与真实信息之间的误

差[18] ,提出了一种融合垂直约束与共线约束的优化多约

束函数,迭代待标定参数,最终获取完整的双目鱼眼相机

参数。

1　 鱼眼相机标定算法

　 　 传统研究表明,鱼眼相机的成像过程可近似视为球

面投影,其非线性畸变特性可由统一成像模型加以描

述[19-20] ,国内也有研究在鱼眼相机的视觉标定与畸变校

正中取得进展[21] 。 本研究以该模型所得参数作为标定

的初始估计,并在此基础上进一步优化。
特征点的提取是鱼眼图像处理工作的重要的一步。

由于鱼眼镜头的成像规律,入射光线经过鱼眼透镜发生

折射,空间标定圆在鱼眼成像平面的投影形成椭圆[22-23] 。
为了更好提取图像边缘部分的椭圆轮廓,本章提出一种

全局阈值算法对图像进行拟合,从而提取图像的特征点。
基于全局阈值椭圆轮廓检测的特征点提取算法的步

骤为:
1)将原始图像转换为灰度级为 L(一般情况下 L =

256) 灰度图像,并统计其灰度直方图,得到灰度值为 i 的
像素个数 N i,总体像素个数为 N = N0 + N1 + N2 + … +
NL-1,因此灰度图像中灰度值 i 的像素点出现的概率为

p i = N i / N,得到初始阈值 T0。
2)灰度直方图被阈值 Tn 分割成Q1n 和Q2n 两个部分,

其中 n代表迭代次数。 分别计算灰度直方图中 Q1n 和 Q2n

两部分的灰度均值 μ1n、μ2n 以及方差 σ2
1n、σ

2
2n, 计算方法

如式(1)和式(2)所示。

μ1n = ∑
Tn

i = 0
i·

p i

∑
Tn

i = 0
p i

μ2n = ∑
L-1

i = Tn+1
i·

p i

∑
L-1

i = Tn+1
p i

ì

î

í

ï
ï
ïï

ï
ï
ïï

(1)

σ2
1n =

∑
Tn

i = 0
p i·(1 - μ0) 2

∑
Tn

i = 0
p i

σ2
2n =

∑
L-1

i = Tn+1
p i·(1 - μ1) 2

∑
L-1

i = Tn+1
p i

ì

î

í

ï
ï
ï
ïï

ï
ï
ï
ïï

(2)

3)由于待处理图像的灰度直方图呈双峰分布[24] ,所
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以可以根据均值 μ1n、μ2n 以及方差 σ2
1n、σ

2
2n 分别拟合出

Q1n 和 Q2n 两部分的高斯分布 N1n(μ1n,σ
2
1n)、N2n(μ2n,

σ2
2n), 计算公式为:

f in(x) = 1
2πσ in

exp -
(x - μ in)

2

2σ2
in

( ) ,
 

i = 1,2 (3)

4)根据高斯分布计算出 Q1n 和 Q2n 两部分各处的概

率密度值,由于两个高斯分布在两个均值 μ1n、μ2n 间必存

在一个灰度值 xn,使得两个高斯分布的概率密度值相等,
因此在两个均值(μ1n,μ2n) 之间进行遍历搜索寻找最佳

阈值,当 f1n(xn) ≤ f2n(xn) 时,则迭代遍历到的最佳阈值

为 xn,令 Tn+1 = xn,如果 Tn+1 - Tn ≤ 1,则停止迭代,Tn

即为全局最佳阈值,否则跳转至步骤 2)。
5)根据最佳阈值 Tn 将灰度图像进行二值化,最终提

取图像椭圆的边界部分。
由于图像畸变的存在,标定圆的圆心和图像椭圆的

质心并不是对应点[25] ,因此需要进一步的修正。 设标定

板上某一标定圆的圆心坐标为 Xc = (X0,Y0,0) T,半径为

R,则该圆内任意一点 P i 表示为:
P i(ρ,ω) = (X0 + ρsin ω,Y0 + ρcos ω,0) T (4)

由质心的定义可知,投影椭圆的质心 m̂ 为:

m̂ =
∫R

0
∫2π

0
m⌒(ρ,ω) det J i(ρ,ω) dωdρ

∫R

0
∫2π

0
det J i(ρ,ω) dωdρ

(5)

式中: J(ρ,ω) 为二阶雅可比行列式,通过对函数求解最

终获得特征点坐标。

2　 融合垂直约束与共线约束的多约束函数
的鱼眼相机参数优化

　 　 在分别对鱼眼相机进行单目标定之后,得到左相机

内部参数矩阵 p l 和左相机外部参数旋转矩阵 R l、平移矩

阵 t l,右相机内部参数矩阵 pr 和右相机外部参数旋转矩

阵 Rr、平移矩阵 tr, 并作为双目相机的初始参数,求出两

个鱼眼相机的相对位置,即:
R = RrR

-1
l

t = tr - RrR
-1
l t l

{ (6)

其中, R和 t代表右鱼眼相机坐标系相对于左鱼眼相

机坐标系的旋转矩阵与平移向量。 由于图像噪声的存

在,因此通过式(6) 计算出的 R、t 的数值并不相同[26-27] 。
为了提高标定结果的精度与鲁棒性,需要对外部参数进

行进一步的优化。 首先,根据所有三维重建点之间单位

距离的平方和,可以得到第 1 个误差函数,即:

Jdis = ∑
k

∑
v

‖Ldis - d(mk,mv)‖2 (7)

其中, Ldis 为常数,代表圆形标定物图案的最小间隔,

mk 和 mv 是在标定板上通过水平和垂直方向的反投影计

算出的相邻特征点。 其次, 根据极线几何原理, 可以

得到:

Je = ∑
N

i = 1
∑

M

j = 1
(d(mnl,i,j,E

Tmnr,i,j)
2 + d(mnr,i,j,Emnl,i,j)

2)

(8)
其中, d(A,B) 代表 A,B 两点之间的几何距离,

mnl,i,j,mnr,i,j 代表第 i幅图像第 j个匹配点对。 E是可以将

单个场景的两张图像联系起来的 3 × 3 的本质矩阵[20] 。
大视场镜头的畸变与距离光心的距离有关,距离光

心越远的地方畸变也越明显[28-29] ,即使在对特征点进行

距离约束与极线约束后,重建点可能依然存在误差,因此

有必要对边缘部分进行进一步的约束。 本章提出了一种

融合垂直约束与共线约束的多约束优化函数进行补充,
使约束条件更加完整。 所建立的优化函数包含对整体三

维空间信息与局部细节的优化,在保证实际环境要求的

同时,充分利用信息对参数进行进一步的优化,提高相机

的标定精度。
由于鱼眼镜头的边缘部分畸变较大,因此在进行优

化时应以重建之后的中间部分特征点部分为基准,对重

建之后边缘部分特征点进行优化。 垂直约束可以描述为

重建后的内部特征点的左边三维重建点与右边三维重建

点的连线垂直于其上边三维重建点与下边三维重建点的

连线,对所有内部特征点进行垂直约束,因此误差函数可

表示为:

Jver = ∑
N

i = 1
∑

L

j = 1
‖a ijb ij‖

2 (9)

其中, a ij 表示第 i个图像的第 j个特征点的左边三维

重建点指向右边三维重建点的向量,b ij 表示第 i个图像的

第 j 个特征点的上方三维重建点指向下方三维重建点的

向量。 共线约束可以描述为任一边缘位置的三维重建

点,处于其所在列的内部三维重建点的连线上,以及处于

其所在行的内部三维重建点的连线上,因此误差函数可

表示为:

Jcol = ∑
N

i = 1
∑

M

j = 1

(p ij - x1ij) × (p ij - x2ij)
(x2ij - x1ij)

(10)

其中, p ij 表示第 i 个图象中处于边缘的第 j 个特征

点,x1ij、x2ij 表示第 i个图象中与 p ij 处于同一行或同一列的

内部 p ij 特征点。 将式(7) ~ (10) 结合在一起,最终得到

了完整的优化函数如式(11) 所示。
J = Je + Jdis + Jver + Jcol (11)
由于目标优化函数包含了多个约束项,因此系数的

设置相当复杂。 目前的做法是将各项约束项的系数设

为 1,采用 Levenberg-Marquardt 算法进行迭代更新参数,
并通过实验结果对系数进行调整,使目标函数的值最小

化,最终得到完整的相机参数。
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3　 实验分析

　 　 实验设备如图 1 所示, 具体硬件设备有: 两台

NM33-F 型鱼眼摄像头,分辨率均 640×480;686
 

mm 平面

液晶显示器上的显示圆形标定物图像用于校准鱼眼照相

机,其中标定物背景为黑色,白色圆形图案以等间距的排

布在显示器上,根据液晶显示器的实际尺寸与分辨率的

比例,求出圆心之间的距离为 29. 452 6
 

mm,圆形图案半

径的尺寸为 11. 044 8
 

mm。 左右鱼眼镜头同时从 11 个不

同方向拍摄得到图像对。
3. 1　 鱼眼相机内外参数的求取

　 　 首先在图像上选取感兴趣的区域,在实验中每张图

片选取 9×7 标定圆进行实验。 在获取特征点之后,依据

第 1 章所述的单目鱼眼相机标定方法分别计算左右相

　 　 　 　

图 1　 实验设备平台

Fig. 1　 Experimental
 

equipment
 

platform

机的内外参数,并利用第 2 章介绍的多约束优化模型进

一步精炼参数。 最终标定结果如表 1 所示。

表 1　 参数标定结果

Table
 

1　 Parameter
 

calibration
 

results

参数 左鱼眼相机 右鱼眼相机

(mx,my) (133. 266
 

8,
 

133. 086
 

0) (131. 827
 

4,
 

131. 830
 

6)

(u0 ,v0 ) (318. 700
 

6,
 

241. 244
 

4) (318. 707
 

1,
 

241. 239
 

8)

(k1 ,k2 ) (0. 940
 

8,
 

0. 023
 

8) (0. 943
 

9,
 

0. 024
 

2)

(k3 ,k4 ,k5 ) (0. 010
 

3,
 

-0. 000
 

6,
 

0. 000
 

5) (0. 012
 

5,
 

-0. 004
 

1,
 

0. 002
 

2)

R (0. 999
 

4,
 

0. 032
 

6,
 

0. 003
 

6;
 

-0. 032
 

6,
 

0. 999
 

6,
 

0. 001
 

8;
 

-0. 003
 

7,
 

-0. 002
 

0,
 

0. 999
 

9)

t ( -47. 939
 

4;
 

-3. 489
 

7;
 

2. 387
 

7)

3. 2　 评价指标

　 　 本节在统一数据与设置下,对比 3 种方法:所提出方

法、基于
 

Kannala-Brandt
 

鱼眼成像模型的标定方法(简称
 

Kannala-Brandt
 

方法,下文简写为 Kannala 方法) [20,26]
  

与
 

基于角点定位的双目超广角长波红外相机标定方法(简

称 Wang 方法) [30] ;其中边界拟合精度仅展示所提出方法

与
 

Kannala
 

方法的代表性可视化对比,二维平面误差和

三维空间误差给出覆盖 3 种方法的定量评估。
1)边界拟合精度

为了求取鱼眼图像的特征点,需要对标定圆的边

界提取,标定圆边界拟合的精度直接决定了特征点提

取的精度。 为评估标定圆边界的拟合效果,图 2 给出

了代表性的可视化对比,分别采用所提出的方法与

Kannala 方法进行实验。 可以看到,两种方法对于未处

于边缘位置的标定圆都能进行很好地拟合,虽然存在

细微地差别,但是这对接下来计算椭圆的质心影响并

不大。
然而,当两种方法对边缘位置的标定圆进行拟合时,

由于边缘位置的标定圆存在的噪声比较大,Kannala 方法

图 2　 不同方法获取标定圆边界的代表性可视化

Fig. 2　 Representative
 

visualization
 

of
 

circle-boundary
 

fitting

在进行拟合时容易引起误差,从而导致计算椭圆质心时

会带来误差,而采用所提出的方法则能够很好地对标定

圆进行拟合,受噪声的影响较小。
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2)二维平面误差
 

为了进一步评判所提出方法在二维平面中的效果,
采用平均重投影误差( mean

 

relative
 

error,
 

MRE) 与均方

根误差(root
 

mean
 

square
 

error,
 

RMS)两个最常用的评价

指标进行评价,MRE 代表图像的实际特征点与模型反投

影特征点之间的平均欧氏距离,RMS 用于测量图像的实

际特征点与模型反投影特征点之间的偏差。 这里将

MRE 作为“精度”指标,将 RMS 作为“稳定性”指标,它们

的定义可表示为:

MRE =
∑

N

i = 1
∑

M

j = 1
‖mij - m̂ij‖

MN
(12)

RMS =
∑

N

i = 1
∑

M

j = 1
‖mij - m̂ij‖

2

MN
(13)

式中: mij 为第 i 图中第 j 个标定圆的实际特征点坐标;m̂ij

为反投影计算得到的第 i 图中第 j 个标定圆的特征点坐

标。 将所提出方法与 Kannala 方法和 Wang 方法进行比

较,标定结果的总体评价如表 2 所示。

表 2　 不同方法的二维重投影误差

Table
 

2　 2D
 

reprojection
 

error
 

for
 

different
 

methods

方法
左鱼眼相机 右鱼眼相机

MRE RMS MRE RMS

本文方法 0. 105
 

5 0. 123
 

3 0. 102
 

7 0. 118
 

7

Wang 方法 0. 152
 

7 0. 177
 

8 0. 148
 

4 0. 178
 

6

Kannala 方法 0. 111
 

0 0. 129
 

8 0. 106
 

4 0. 123
 

8

　 　 可以看到,本文方法与 Wang 方法相比,MRE 降低了

4. 22% ,与 Kannala 方法相比,MRE 降低了 30. 85% ,且误

差波动更稳定。 结果表明,该方法具有较高的特征点检

测精度和良好的稳定性。
3)三维空间误差

三维测量误差是评价立体视觉精度的标准,通过三

维重建值与真实值求误差进行评估,更满足实际要求。
此部分比较了不同方法的距离误差 E(Jdis)、 极线误差

E(Je)、垂直误差 E(Jver) 和共线误差 E(Jcol), 整体三维

评价结果如表 3 所示。

表 3　 不同方法的三维空间误差

Table
 

3　 3D
 

spatial
 

error
 

for
 

different
 

methods

方法 E(Jdis) E(Je) E(Jver) E(Jcol)

本文方法 0. 057
 

2 0. 004
 

8 11. 434
 

3 0. 836
 

7

Wang 方法 0. 060
 

4 0. 004
 

8 12. 107
 

1 0. 921
 

2

Kannala 方法 0. 108
 

7 0. 004
 

9 20. 071
 

0 1. 555
 

6

　 　 可以看到 3 种方法的极线误差均比较小且相差不

大,说明 3 种方法均可以进行良好的匹配,而本文方法的

距离误差、垂直误差与共线误差要小于其他两种方法,说
明该方法具有良好的精度。 其中距离、垂直与共线误差

较传统方法平均降低约
 

45% ,进一步验证了所提出多约

束优化策略的有效性。
3. 3　 噪声实验

　 　 为了进一步研究所提出方法的有效性,采用了 3 张

测试图片来评估参数校准的精度。 由于测试图像没有进

行标定过程,因此从测试数据中计算出的评价结果更有

说服力。 在测试图片中加入均值为 0、标准差为 0 ~ 10
 

像

素的随机高斯噪声,如图 3 所示,分别检测对角线 AD 与

对角线 BC 之间的距离,实验结果如表 4 所示。

图 3　 测试鱼眼图像

Fig. 3　 Test
 

fisheye
 

images

表 4　 不同方法的测试图片误差

Table
 

4　 Test
 

picture
 

error
 

for
 

different
 

methods

项目 本文方法 Wang 方法 Kannala 方法

AD 与 BC 真实长度 / mm 294. 525 7 294. 525 7 294. 525 7

AD 测量长度 / mm 293. 665 1 296. 421 4 293. 552 1

误差 / % 0. 292 2 0. 632 6 0. 330 6

BC 测量长度 / mm 295. 322 1 286. 255 5 295. 533 1

误差 / % 0. 270 4 2. 808 0 0. 342 0

　 　 通过实验可以看到,本文方法的对角线误差均小于

Wang 方法和 Kannala 方法,证明了该方法可以有效地减

少三维空间误差,平均误差约为 0. 28% ,低于 0. 3% ,进一

步说明方法具有较高的鲁棒性和标定精度。

4　 结　 　 论

　 　 本研究提出了一种双目鱼眼相机的内外参数标定及

计算新方法。 首先,采用全局阈值算法精确求出标定圆

的特征点;其次,为了减小三维空间中的误差,在距离约

束和极线约束的基础上,引入了垂直约束和共线约束,从
而建立新的优化函数并利用 Levenberg-Marquardt 优化算

法计算鱼眼相机的模型参数。 实验结果表明,该方法可
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以更精准的标定双目鱼眼相机的参数,验证了方法的有

效性;其中二维重投影误差相比传统方法下降 30%以上,
三维误差降低约 45% , 测试图像的平均误差均低于

0. 3% ,为鱼眼双目视觉系统后续的研究提供了可靠的参

数依据。
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