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一种基于伴飞影像的目标运动状态测量方法
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摘 要:针对无人机编队飞行中传统定位方法在复杂环境下存在的成本高、易受干扰及系统复杂等问题,本文提出一

种基于伴飞影像的单目视觉测量方法。通过构建“刚性基线-物像比视觉测距模型”,以翼尖连线为几何基准,结合光

学投影变换解算相对位置,并引入载体姿态信息进行动态修正。试验结果表明:地面模拟在2~7
 

m范围内三维测量

误差小于2
 

cm;飞行试验在X向13~30
 

m、Y向0~2.5
 

m、Z向0~4
 

m包线内,三向测量误差均方根值分别优于

0.66
 

m、1.16
 

m和0.78
 

m,处理速度达20
 

fps,且在多种编队阵型下表现稳定。该轻量化视觉测量技术有效解决了运

动目标特征提取质量与实时性的矛盾,为复杂电磁环境下的无人机编队自主协同提供了可靠技术路径。
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Abstract:
 

To
 

address
 

the
 

challenges
 

of
 

high
 

cost,
 

vulnerability
 

to
 

interference,
 

and
 

system
 

complexity
 

associated
 

with
 

traditional
 

positioning
 

methods
 

in
 

UAV
 

swarm
 

flight
 

within
 

complex
 

environments,
 

this
 

paper
 

proposes
 

a
 

monocular
 

vision
 

measurement
 

method
 

based
 

on
 

companion
 

flight
 

imagery.
 

By
 

constructing
 

a
 

″Rigid
 

Baseline-to-Image
 

Ratio
 

Visual
 

Ranging
 

Model″,
 

the
 

wingtip
 

line
 

is
 

used
 

as
 

a
 

geometric
 

benchmark
 

to
 

calculate
 

relative
 

position
 

through
 

optical
 

projection
 

transformation,
 

while
 

incorporating
 

carrier
 

attitude
 

information
 

for
 

dynamic
 

correction.
 

Test
 

results
 

demonstrate
 

that
 

the
 

ground
 

simulation
 

achieves
 

3D
 

measurement
 

errors
 

of
 

less
 

than
 

2
 

cm
 

within
 

a
 

2
 

to
 

7
 

meter
 

range.
 

Flight
 

tests
 

within
 

the
 

operational
 

envelope
 

(X:
 

13
 

to
 

30
 

m,
 

Y:
 

0
 

to
 

2.5
 

m,
 

Z:
 

0
 

to
 

4
 

m)
 

show
 

root
 

mean
 

square
 

errors
 

better
 

than
 

0.66
 

m,
 

1.16
 

m
 

and
 

0.78
 

m
 

in
 

the
 

three
 

directions
 

respectively,
 

with
 

a
 

processing
 

speed
 

of
 

20
 

fps
 

and
 

stable
 

performance
 

across
 

various
 

formation
 

configurations.
 

This
 

lightweight
 

vision
 

measurement
 

technology
 

effectively
 

resolves
 

the
 

conflict
 

between
 

feature
 

extraction
 

quality
 

and
 

real-time
 

performance
 

for
 

moving
 

targets,
 

providing
 

a
 

reliable
 

technical
 

solution
 

for
 

autonomous
 

coordination
 

of
 

UAV
 

swarms
 

in
 

complex
 

electromagnetic
 

environments.
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0 引  言

  无人机(unmanned
 

aerial
 

vehicle,UAV)编队飞行技术

因其在物流运输、农业植保、军事侦察等领域的巨大应用潜

力,已成为当前航空领域的研究热点。编队飞行的核心关

键技术之一是实现成员间精确、可靠的相对位置测量,该数

据是形成并保持队形、实现自主协同与防撞的基础,对于优

化飞行控制律设计具有至关重要的作用[1]。
传统的相对定位方法主要依赖全球卫星导航系统

(global
 

navigation
 

satellite
 

system,GNSS)、激光雷达(light
 

detection
 

and
 

ranging,LiDAR)或多目立体视觉[1]。其中,
高精度GNSS在开阔空域性能优异,但其信号在复杂城市

峡谷或强电磁对抗环境中极易受到遮挡、欺骗与干扰,导致

定位精度下降甚至失效[2];激光雷达虽能提供精确的深度

信息,但其系统成本昂贵、功耗高,且产生的海量点云数据

对机载计算平台的处理能力提出了严峻挑战,难以在资源

受限的小型无人机平台上大规模部署[3]。多目视觉测量方

法通过三角测距原理可实现较高精度的定位[4],然而,其依

赖于严格的相机间时空同步与高精度标定,系统复杂度高,
增加了编队系统的硬件负担并降低了其灵活性与可扩
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展性。
为克服上述局限,单目视觉测量方法凭借其硬件结构

简单、成本低廉、功耗低及天然抗电磁干扰等优势,展现出

巨大的应用前景[5]。该技术主要通过单台摄像头捕获目标

图像,利用特征识别与匹配算法获取目标的几何特征,进而

结合光学投影模型解算相对姿态。国内外学者在此方向已

开展了广泛研究。国外研究方面,黄钰洲[6]提到在视觉同

步 定 位 与 地 图 构 建 (simultaneous
 

localization
 

and
 

mapping,SLAM)和特征点匹配方面取得了进展,但这类方

法通常对场景纹理和光照变化敏感,且在目标高速运动导

致的图像模糊情况下,特征提取与跟踪的稳定性急剧下降。
国内魏振忠等[1]系统综述了视觉位姿测量方法,强调了其

在静态或结构化环境中的有效性;唐凯等[3]利用立体视觉

实现了动态目标跟踪,但其系统复杂性与标定维护成本限

制了其在轻量化编队中的应用。此外,胡启国等[7]探讨了

基于智能优化算法与扩展卡尔曼滤波的多传感器融合方

案,旨在提升姿态测量精度,但这同样增加了系统的复杂性

和对特定传感器的依赖。
尽管单目视觉技术取得了显著进展,但将其直接应用

于无人机动态伴飞场景仍面临核心挑战。现有方法多数建

立在目标或观测平台之一处于静止状态的假设之上,或要

求目标具有丰富的纹理特征与稳定的几何模型[6]。然而,
在无人机编队飞行中,观测方与被观测目标均处于高速运

动状态,且受相对运动、振动及空气扰动影响,采集的图像

常存在运动模糊、目标尺度与视角剧烈变化等问题,导致传

统特征点,如尺度不变特征变换(scale-invariant
 

feature
 

transform,SIFT)和 带 方 向 的 FAST 特 征 点 与 旋 转 的

BRIEF描述符(oriented
 

fast
 

and
 

rotated
 

brief,ORB)提取

质量差、匹配成功率低,难以满足高动态环境下测量参数的

实时性与鲁棒性要求。此外,单目视觉固有的尺度不确定

性难题,在动态场景下更为突出,传统解决方案往往依赖先

验的目标尺寸或复杂的初始化过程,限制了方法的通用性。
因此,研究一种不依赖于丰富纹理特征、能够适应高动

态环境、且计算轻量化的单目视觉测量方法,对于推动无人

机编队技术在实际复杂环境下的应用至关重要。本文基于

伴飞影像,提出了一种创新的目标运动状态测量方法。本

方法的差异化创新在于:1)摒弃了对不稳定点特征的依赖,
转而利用无人机固有的、稳定的几何结构(如机翼翼尖连

线)作为空间约束,构建了基于目标轮廓信息的测量模型,
显著提升了特征在动态环境下的鲁棒性;2)通过引入并在

线校准“物像比”作为核心基准参数,有效解决了单目视觉

的尺度模糊问题,实现了无需先验目标尺寸的绝对距离测

量;3)紧密结合无人机载体的惯性导航姿态信息,对视觉测

量结果进行动态补偿与坐标转换,有效抑制了动平台引入

的投影误差。通过地面模拟试验与真实飞行验证,证明了

本方法在保证实时性的同时,具有较高的测量精度与环境

适应性,为复杂电磁环境下无人机编队的自主协同提供了

一种可靠、低成本的技术路径。

1 测量原理及数学模型

1.1 测量原理

  无人机编队的阵型[8]如图1所示。图像传感测量法主

要利用机上加装的相机拍摄其他目标机,获取图像信息。
然后,通过图像特征提取,将判读数据输入视觉成像模型计

算相机坐标系坐标值,最后对相机坐标系坐标值引入惯导

姿态参数修正,得到目标机相对测量无人机平台的空间位

置信息[8]。

图1 无人机编队阵型和测量参数

Fig.1 UAV
 

formation
 

configuration
 

and
 

measurement
 

parameters

1.2 测量模型

  1)坐标系

(1)飞机坐标系P(P-PXPYPZ)
飞机坐标系P(P-PXPYPZ)原点P 定义为飞机质心,

PX 轴指向机头方向,PY 轴指向机翼方向,PZ 轴指向机体

上方,如图2所示。

图2 飞机坐标系示意图

Fig.2 Schematic
 

diagram
 

of
 

the
 

aircraft
 

coordinate
 

system

(2)相机坐标系O(O-OXOYOZ)
相机坐标系O-OXOYOZ 是光学成像系统坐标系统,以

摄影中心O 为原点,OY 轴与相机像平面的横轴平行,OX

轴轴指向目标方向,垂直于相机像平面;OZ 轴 垂 直 于

OXOY 平面,构成右手坐标系,如图3所示。

2)基于翼尖约束的物像比动态测量模型

(1)基准特征选择与物像比稳定性论证

本文方法的核心在于建立一个稳定的“物像比”基准,
即目标物体的真实物理尺寸与其在图像中所占像素尺寸之

间的比例关系。该基准的准确性直接决定了后续所有相对

位置测量的精度。因此,基准特征的选择需满足以下几个

关键原则:
结构稳定性:所选特征的物理尺寸在飞行过程中应保
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图3 相机坐标系示意图

Fig.3 Schematic
 

diagram
 

of
 

the
 

camera
 

coordinate
 

system

持恒定或变化极小,且可被精确测量。
探测鲁棒性:该特征在图像中应易于被稳定、准确地检测

和提取,受目标姿态变化、光照条件及大气能见度的影响小。
几何明确性:特征应能提供明确的几何约束,便于建立

简洁的成像模型。
基于以上原则,本文选择目标无人机机翼的翼尖连线

作为建立物像比基准的特征。其理由如下:
结构稳定性:无人机机翼为刚性结构,其翼展(即两侧

翼尖之间的距离)是一个固定的、已知的设计参数。即使在

飞行中因气动载荷产生微小形变,该形变也远小于测量精

度要求,可忽略不计。相较于机身轮廓(可能因相机视角变

化而显著改变)或涂装纹理(易受光照影响),翼展能够提供

可靠的长度基准。
探测鲁棒性:翼尖通常是机翼上最为突出的点,即使在

侧视或小幅俯仰/滚转姿态下,其轮廓特征依然明显。通过

先进的图像处理算法(如边缘检测、角点检测或基于深度学

习的关键点检测),可以较为精确地定位翼尖在图像中的像

素位置。相比之下,其他潜在特征(如机身长、垂尾高)在不

同视角下可见性差,且端点定位模糊。

  几何明确性:翼尖连线是一条空间直线段在像平面上

的投影。该线段长度直接关联于相机的焦距和物距,是透

视投影模型中最为直接的观测量,便于构建动态视觉测量

模型。
为验证翼尖连线作为基准特征的优越性,在相同试验

场景下,对比了3种潜在特征的检测成功率和精度:翼尖连

线、左右发动机舱连线和机身矩形包围框对角线。
实验在不同光照(正午强光、傍晚侧光)和不同相对姿

态下进行,对100帧图像进行人工判读,结果如表1所示。

表1 基准特征选型对比实验结果

Table
 

1 Comparative
 

experimental
 

results
 

of
 

benchmark
 

feature
 

selection

特征方案
平均检测
成功率/%

特征点定位
误差/pixel

备注

翼尖连线 95 1.2
 

±
 

0.5
特征稳定,
端点清晰

机身对角线 85 3.5
 

±
 

1.8
包围框受姿态

影响大,端点模糊

机身标识间距 77 2.8
 

±
 

1.5
标识在部分姿态下
被遮挡或光照敏感

实验结果表明,翼尖连线方案在检测成功率和定位精

度上均显著优于其他方案,证明了其作为基准特征的鲁

棒性。
物像比基准稳定性验证:物像比基准

 

S0=L0/l0
 

必须

在实际应用环境中保持稳定。在不同环境条件下进行了验

证实验,固定物距 X=5.0
 

m。实验在不同光照和不同能

见度下进行,测量结果如表2所示。

表2 不同环境条件下物像比基准稳定性验证

Table
 

2 Stability
 

verification
 

of
 

the
 

benchmark
 

object-to-image
 

ratio
 

under
 

different
 

environmental
 

conditions
实验条件 光照强度/lux 大气能见度/km 翼展真实值

 

L0/m 成像像素
 

l0/pixel 计算物像比
 

S0/(m·pixel-1) 相对偏差/%
基准条件 晴天,50

 

000 >10 5.00 625.5 0.007
 

992 -
条件一 阴天,15

 

000 >10 5.00 625.1 0.007
 

998 +0.075
条件二 晴天,50

 

000 轻霾,约5 5.00 624.8 0.008
 

002 +0.125
条件三 黄昏,800 >10 5.00 626.3 0.007

 

984 -0.100

  数据分析表明,在不同光照和大气能见度条件下,计
算得 到 的 物 像 比

 

S0
 

与 基 准 值 相 比,相 对 偏 差 均 小 于
 

0.13%。这证明了基于翼尖连线建立的物像比基准对环

境因素不敏感,具备高度的稳定性。其物理机理在于:光
照和能见度的变化主要影响图像的整体亮度和对比度,但
对于翼尖这种由强烈边缘构成的几何特征,其像素级定位

精度所受影响甚微。
(2)物像比动态测量模型

在地面,将两架无人机按照前后式阵型摆放,并将两

架无人机架设水平。测量前方无人机的机翼翼尖连线空

间距离w0;利用后方无人机加装的相机拍摄前方无人机,

判读机翼翼尖连线在图像中所占的像素wp0;测量翼尖连

线中点和相机安装位置在水平面上的投影距离d0。将该

状态下的物像比作为两机相对位置的物像比基准。
那么根据相机成像原理,则:

X 值计算:

f
d0

=
wp0

w0

(1)

di

f =
w0

wpi
(2)

X =di =f×
w0

wpi
=

d0wp0

w0
×

w0

wpi
=

d0wp0

wpi
(3)

其中,di 为翼尖连线中点和相机安装位置在水平面上
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的投影距离为测量点与相机距离,即X 值;f为相机焦距;

wpi 为机翼翼尖连线在图像中所占的像素判读值。

Y 值计算:

di

f =
yi

ypi
(4)

yi

ypi
=

w0

wpi
(5)

yi =ypi×
w0

wpi
= (ch0-yci)×

w0

wpi
(6)

Y =yi = (ch0-yci)×
w0

wpi
(7)

其中,yi 是无人机航向之间的相对偏差值Y;ch0 为相

机画幅横方向分辨率值;yci 为机翼翼尖连线中心点的横

向判读像素值;ypi 为yci 归一化到图像中心的像素值。

Z 值计算:

di

f =
zi

zpi
(8)

zi

zpi
=

w0

wpi
(9)

Z =zi =zpi×
w0

wpi
= (cz0-zci)×

w0

wpi
(10)

其中,zi 是无人机垂向之间的相对偏差值Z;cz0 为相

机画幅纵方向分辨率值;zci为机翼翼尖连线中心点的横向

判读像素值;zpi 为zci 归一化到图像中心的像素值。

3)视觉测量修正模型

相机安装后,需要校准相机在无人机机体的安装要

素,以便将视觉测量值修正到飞机坐标系下[9]。
(1)相机安装参数计算

相机的安装参数主要包括 (x0,y0,f),为相机中心在

图像上的像素坐标和焦距,即内方位元素,(Xs,Ys,Zs,φ,

ω,κ)为相机中心在无人机飞机坐标系下的坐标,即相机外

方位元素。直接测量这些要素,显然无法进行。本文利用

摄影测量共线方程[10]进行求取。
相机安装参数计算与系统标定:
将目标无人机固定于地面,确保其机体姿态水平。在

相机测量场内构建了一个三维立体校准点阵。该点阵的

具体技术要求如下:
点阵规模与空间分布:点阵由不少于30个高对比度

圆形标志点(如黑白相间的同心圆标志)构成,这些标志点

非共面分布,其三维空间分布应能完全覆盖相机的整个视

场角,并在深度方向(沿相机光轴)上具有足够的延伸,以
提供充分的几何约束[11]。

标志点精度:每个标志点的中心在物理空间的位置精

度要求优于1±0.5
 

mm。
坐标系建立:采用一台LeicaTS60超高精度全站仪(测

角精度0.5″,测距精度0.6
 

mm+1×10-6)作为测量基准。
全站仪首先通过后方交会法建立高精度的全局测量坐标

系,然后逐一测量每个标志点的三维坐标。

标定过程与系统误差控制:相机拍摄点阵的多幅图像

(通过改变点阵姿态获取8~12组图像),利用共线方程进

行光束法平差整体解算,一次性求解相机的内方位元素

(X0,Y0,f)和
 

外方位元素
 

(Xs,Ys,Zs,φ,ω,κ)。
共线条件方程:

x-x0+Δx=-f
a1(X-XS)+b1(Y-YS)+c1(Z-ZS)
a3(X-XS)+b3(Y-YS)+c3(Z-ZS)

y-y0+Δy=-f
a2(X-XS)+b2(Y-YS)+c2(Z-ZS)
a3(X-XS)+b3(Y-YS)+c3(Z-ZS)

􀮠

􀮢

􀮡

􀪁
􀪁
􀪁􀪁

(11)

Δx = (x-x0)(k1r2+k2r4)

Δy = (y-y0)(k1r2+k2r4)
(12)

r2 = (x-x0)2+(y-y0)2 (13)
其中,(x,y)

 

和 (x0,y0)分别为像点和像主点在相机

坐标系下的坐标,(Δx,Δy)为像点坐标误差修正,f 为摄

影焦距,(x0,y0,f)为相机内方位元素,P(X,Y,Z)为测

量点P 在无人机飞机坐标系下的坐标,(Xs,Ys,Zs)为摄影

中心在无人机飞机坐标系下的坐标;ai,bi,ci(i=1,2,3)为
外方位角元素φ,ω,κ所确定的旋转矩阵中的各元素;k1,

k2 为镜头径向畸变修正参数。
系统误差修正:共线条件方程本身已包含了镜头畸变

(如径向畸变
 

k1,k2)的系统误差修正模型,如式(11)~
(13)所示。在平差计算中,这些畸变参数作为待求解参数

与内外方位元素一同被优化,从而在模型层面有效修正了

由镜头光学缺陷引入的系统误差[12]。
误差评估:为评估标定结果的可靠性及剩余系统误

差,引入重投影误差[13]作为评价指标。它反映了利用求得

的参数将控制点反投到像平面后,其位置与真实像点位置

之间的差异。
(2)姿态修正计算

无人机编队空间位置关系基准是目标机相对测量无

人机机体坐标为参考的。因此,视觉测量结果需要进行姿

态修正[14]。
姿态修正是将相机坐标系方向通过修正,调整到与飞

机坐标系方向一致。姿态修正主要通过角度旋转实现,通
过3个步骤进行,分别是横滚角修正、俯仰角修正和方位

角修正。横滚角、俯仰角和方位角3个角度值分别从飞机

惯导系统中获取[15]。
从相机坐标系O-OXOYOZ 到飞机坐标系P-PXPYPZ

的坐标变换公式可表示为:

Px
Py
Pz
1  =Q1Q2Q3

Ox
Oy
Oz
1  (14)

式(14)
 

中,Q1,Q2,Q3 分别表示绕Ox,Oy,Oz 轴的旋

转矩 阵,分 别 对 应 横 滚 角 修 正,俯 仰 角 修 正 和 方 位 角

修正[10]。
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横滚角修正:
横滚角修正是将相机坐标系O-OxOyOz 绕Ox 轴旋

转角度hg,坐标系由O-OxOyOz 旋转为O-Ox'Oz'Oy',其
中hg 为机载惯导系统测量的飞机横滚角,如图4所示。

图4 横滚角旋转示意图

Fig.4 Schematic
 

diagram
 

of
 

roll
 

angle
 

rotation

横滚角修正数学模型表达式为:

X'
Y'
Z'

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 =

1 0 0
0 cos(hg) sin(hg)

0 -sin(hg) cos(hg)

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥
􀪁
􀪁
􀪁􀪁

X
Y
Z

􀭠

􀭡
􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 (15)

其中,X,Y,Z 为坐标系O-OxOyOz 对应的坐标值;

X',Y',Z'为目标坐标系O-Ox'Oz'Oy'对应的坐标值。
俯仰角修正:
俯仰角修正是将中间坐标系O-Ox'Oy'Oz'绕Oy'轴

旋转角度fy,坐标系由O-O'Oy'Oz'旋转为O-Ox″Oz″Oy″
其中fy 为机载惯导系统测量的飞机俯仰角,如图5所示。

图5 俯仰角旋转示意图

Fig.5 Schematic
 

diagram
 

of
 

pitch
 

angle
 

rotation

俯仰角修正数学模型表达式为:

X″
Y″
Z″

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 =

cos(fy) 0 -sin(fy)

  0  1   0
sin(fy) 0 cos(fy)

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁

X'
Y'
Z'

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 (16)

其中,X',Y',Z'为坐标系O-Ox'Oy'Oz'对应的坐标

值;X″,Y″,Z″为目标坐标系O-Ox″Oz″Oy″对应的坐标值。
方位角修正:
方位角修正是将中间坐标系O-Ox″Oz″Oy″绕Oz″轴

旋转角度fh,坐标系由O-Ox″Oz″Oy″旋转为O-Ox‴Oy‴
Oz‴。其中fh为机载惯导系统测量的飞机方位角,如图6
所示。

图6 方位角旋转示意图

Fig.6 Schematic
 

diagram
 

of
 

yaw
 

angle
 

rotation

 

方位角修正数学模型表达式为:

X‴
Y‴
Z‴

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 =

cos(ph) sin(ph) 0
-sin(ph) cos(ph) 0
0 0 1

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁

X″
Y″
Z″

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 (17)

其中,X″,Y″,Z″为坐标系O-Ox″Oz″Oy″对应的坐标值;

X‴,Y‴,Z‴为目标坐标系O-Ox‴Oy‴Oz‴对应的坐标值。

2 试验测试与结果分析

2.1 地面模拟试验

  1)
 

试验设计

试验对象为一根长度为5m的碳纤维杆(模拟无人机

翼展,其热膨胀系数可确保长度在试验中恒定),两端粘贴

高反差圆形标志点以精确标识“翼尖”位置。相机(像素:

1
 

600×1
 

200,焦距:25mm)通过高精度万向节与导轨系统

连接,可沿杆的垂直平分线方向精确移动,以模拟不同的

相对距离。
试验物距范围为2.0~7.0m,以1.0m为步长,共计6

个测试点。环境光照恒定;相机内参已预先标定;每次测

量时,确保测量杆与相机光轴垂直。
在每个物距测试点上,独立重复测量5次。通过微调

相机位置并重新采集图像,以评估测量的重复性精度。共

计获得30组有效测量数据。
采用LeicaTS60全站仪(测距精度0.6mm)在全局坐

标系下同步测量杆件两端及中心点的三维坐标,作为评估

视觉测量结果的真值。

2)试验流程与数据处理

在基准位置(物距d0=32.32cm)拍摄图像,获取基准

物像比。随后,按上述步长移动相机至各测试点。在每个

点位,进行5次重复测量:采集图像后,使用边缘检测算法

定位杆件两端标志点,计算连线长度及中心点像素坐标,
代入视觉测量模型解算三维坐标。最后,将解算结果与全

站仪真值进行比对,计算误差。
测试现场如图7所示。试验测量数据如表3和4

所示。
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图7 测量杆测量示意图

Fig.7 Schematic
 

diagram
 

of
 

the
 

measurement
 

rod
 

setup

  3)试验结果与分析

试验测量数据与误差分析如表4所示。表中数据为

每个测试点5次重复测量的统计结果。从表4可以得出以

下结论:
(1)测量精度:在整个2~7m的测试范围内,X 方向

(深度方向)的最大绝对误差为1.9cm,Y、Z 方向的最大绝

对误差均小于1.1cm。所有方向的测量误差均值均处于

厘米级,证明了模型的有效性。
(2)重复性精度:各测点5次重复测量的坐标值标准差

  表3 测量杆中心点相机测量结果

Table
 

3 Camera
 

measurement
 

results
 

for
 

the
 

center
 

point
 

of
 

the
 

measurement
 

rod

wx0/pixel d0/cm wxi/pixel 中心点像素坐标 焦距f/pixel 中心点坐标(修正前)

1
 

491 32.32
69 (493,37) 973 (698.39,220.24,403.89)

97 (497,67) 973 (496.80,154.62,271.99)

213 (645,119) 973 (226.24,36.02,111.78)

表4 测量杆中心点测量结果

Table
 

4 Corrected
 

measurement
 

results
 

for
 

the
 

center
 

point
 

of
 

the
 

measurement
 

rod
物距真值/m 重复次数 中心点像素坐标/m 视觉测量坐标/m 全站仪坐标/m 坐标误差/m

2.00 5 (798.3±0.8,605.5±0.7)
(1.981±0.004,

 

0.011±0.003,
0.009±0.002)

(2.000,
 

0.000,
0.000)

(-0.019,0.011,
0.009)

3.00 5 (652.1±0.6,608.2±0.5)
(2.988±0.003,

 

0.008±0.002,
 

-0.006±0.001)
(3.000,

 

0.000,
0.000)

(-0.012,0.008,
-0.006)

4.00 5 (541.2±0.5,610.1±0.4)
(3.992±0.002,

 

0.005±0.001,
0.003±0.001)

(4.000,
 

0.000,
0.000)

(-0.008,0.005,
 

0.003)

5.00 5 (460.5±0.4,611.5±0.3)
(5.005±0.002,

 

-0.003±0.001,
 

-0.002±0.001)
(5.000,

 

0.000,
0.000)

(0.005,-0.003,
-0.002)

6.00 5 (400.8±0.3,612.0±0.3)
(5.991±0.001,

 

0.004±0.001,
0.001±0.001)

(6.000,
 

0.000,
0.000)

(-0.009,0.004,
0.001)

7.00 5 (355.6±0.3,612.4±0.2)
(7.008±0.001,

 

-0.002±0.001,
 

-0.001±0.001)
(7.000,

 

0.000,
0.000)

(0.008,-0.002,
 

-0.001)

  注:坐标误差=视觉测量均值-全站仪真值。

极小(X 方向最大为0.004
 

m,Y、Z 方向均小于0.003
 

m),
这表明本文方法具备较好的重复性精度和稳定性。

(3)误差趋势:X 方向的误差随着物距的增加并未显

示出明显的发散趋势,说明基于固定物像比的测量模型在

设定的距离范围内是可靠的。
试验结果表明,该视觉测量算法模型在受控地面环境

下具有高精度和良好的重复性。

2.2 飞行试验

  为验证所提视觉测量方法在真实飞行环境下的性能,
利用两架小型无人机开展了空中飞行试验。试验不仅验

证了基本场景下的测量能力,还重点探究了该方法在多飞

行阵型与极端动态场景下的适应性与鲁棒性。

1)试验场景设计

试验设计了以下3类典型飞行场景,以全面评估算法

性能:
(1)场景一:基本前后编队(验证基准性能)。两架机

保持稳定的前后队形飞行,飞行中在航向、横向和高度方

向上进行缓慢、小幅度的变化(X:13~30
 

m,Y:0~2.5
 

m,

Z:0~4
 

m)。此场景用于获取本方法的基础测量精度,并
与GPS(global

 

positioning
 

system)数据进行比对。
(2)场景二:多阵型适应性测试(验证空间几何适应

性)。在保证安全的前提下,两架无人机交替变换3种典

型编队阵型:并列编队,以验证大侧向偏移下的Y 向测量

能力;斜线编队(长机与僚机存在一定的纵向和侧向错

位),以测试模型在非对称视角下的性能;高度差编队,其
中僚机提升或降低高度,产生显著的Z 向相对运动。不同

阵型下翼尖连线与相机光轴的相对几何关系变化剧烈,是
对“物像比”模型鲁棒性的有效检验。
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(3)场景三:极端动态场景测试(验证动态性能与收敛

性)。令长机进行一系列预设的机动动作,包括:高速接近

与分离,以测试深度方向(X 向)物距快速变化时模型的响

应与精度;大坡度盘旋,此时僚机相机捕获的目标图像存

在激烈的姿态角变化;S形机动,模拟规避动作,产生快速

的Y 向和Z 向相对运动,验证特征提取与跟踪算法的动态

性能。

2)试验结果与分析

本次的试验结果采用加装的GPS测量数据进行对比

分析。
图8~13展示了试验过程局部数据情况,其中图8、10

和图12分别展示了在Y、X、Z 三个方向,GPS测量结果与

视觉测量结果以及两者之间的偏差情况。从图9、11和13
可以看出,Y 向误差约1.16

 

m,X 向误差约0.66m,Z 向

误差约0.78m。

图8 Y 向GPS测量与视觉测量结果

Fig.8 Y-direction:
 

GPS
 

vs.
 

visual
 

measurement
 

results

图9 Y 向GPS与视觉测量结果差值

Fig.9 Y-direction:
 

difference
 

between
 

GPS
 

and
 

visual
 

measurement
 

results

图10 X 向GPS测量与视觉测量结果

Fig.10 X-direction:
 

GPS
 

vs.
 

visual
 

measurement
 

results

(1)前后编队分析
 

从整个飞行试验过程来看,X 方向测量结果一致性较

好,误差约为0.66m,说明算法在X 方向测量结果精度较

高。Y 方向误差与Z 方向误差相当。
在整个飞行过程中,Y 方向误差主要表现为判读误差,

图11 X 向GPS与视觉测量结果差值

Fig.11 X-direction:
 

difference
 

between
 

GPS
 

and
 

visual
 

measurement
 

results

图12 Z 向GPS测量与视觉测量结果

Fig.12 Z-direction:
 

GPS
 

vs.
 

visual
 

measurement
 

results

图13 Z 向GPS与视觉测量结果差值

Fig.13 Z-direction:
 

difference
 

between
 

GPS
 

and
 

visual
 

measurement
 

results

这从式(7)计算模型可以看出。而判读误差跟两架机拍摄

瞬时相对姿态引起的投影误差和判读像素值误差相关,因
此,Y 向误差具有一定的波动性。

从式(3)算法模型可以看出,X 方向误差主要跟两侧

翼尖之间的像素判读值误差有关,而翼尖判读值跟两架机

拍摄瞬时相对姿态相关,因为相比Y 值,X 值少了一个像

素判读误差,与GPS测量值比较一致,测量误差较小。
从式(10)算法模型可以看出,Z 方向误差主要跟两侧

翼尖之间的像素判读值误差有关,而翼尖判读值跟两架机

拍摄瞬时相对姿态相关;同时还和判读像素值误差相关,
因此,相比Y 值,Z 值多了一个像素判读误差,与GPS测量

值比较一致,测量误差呈现波动性。
(2)多阵型适应性分析

在不同阵型下,视觉测量系统均能稳定输出相对位置

数据。表5统计了各阵型下与 GPS差值的均方根误差

(root
 

mean
 

square
 

error,RMSE)。
分析表明,尽管在不同阵型下误差有微小波动(RMSE

增幅小于12%),但各方向误差均稳定在1.3m以内,且特

征提取成功率始终保持在97.5%以上。这证明了基于翼

尖连线的“物像比”模型对不同空间几何关系具有良好的
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适应性,其性能未因阵型变化而显著退化。

表5 多飞行阵型下视觉测量误差(RMSE)

Table
 

5 Visual
 

measurement
 

errors
 

(RMSE)
 

under
 

multiple
 

flight
 

formations
飞行
阵型

X 向
误差/m

Y 向
误差/m

Z 向
误差/m

特征提取
成功率/%

前后 0.66 1.16 0.78 99.5
并列 0.71 1.25 0.82 98.7
斜线 0.75 1.31 0.85 97.8
高差 0.69 1.28 0.88 98.2

(3)极端动态场景下的性能分析

在极端 动 态 场 景 下,算 法 的 表 现 呈 现 出 以 下 关 键

特征:
动态收敛性:在长机完成机动、进入相对稳定飞行的

3
 

s内,视觉测量输出值能快速收敛至与GPS轨迹一致的

新稳定状态,未出现发散现象,证明了模型在动态过程中

的稳定性。
误差瞬变与恢复:在机动发生的瞬间,由于图像运动

模糊和姿态角突变,特征点定位会出现瞬时误差增大的

“毛刺”(如图9、11、13中所示)。然而,超过95%的“毛刺”
误差能在后续5帧(0.25

 

s)内迅速衰减,回归到正常误差

范围内。这体现了算法对瞬时干扰的鲁棒恢复能力。
性能边界测试:在大坡度盘旋场景中,当目标机的滚

转角超过60°时,一侧机翼被严重遮挡,导致翼尖连线无法

被完整提取,算法会短暂失效。这给出了本方法的一个有

效应用边界,即需要保证目标的关键几何结构在视场中

可见。

3)试验结论

飞行试验结果表明:本文提出的视觉测量方法不仅在

基本编队场景下能达到实用精度(X 向误差0.66
 

m),在多

种典型飞行阵型下也表现出稳定的性能,并对剧烈的相对

机动具有良好的动态响应与收敛能力。虽然在高动态导

致的图像质量下降或目标严重遮挡时存在性能边界,但在

绝大部分战术动作下,该方法能够为无人机编队提供连

续、可靠的相对位置信息,其适用性得到了从稳态到动态

的全面验证,为在复杂任务环境中替代或辅助传统定位方

法提供了有力的实验依据。

3 结  论

  本文针对无人机编队飞行对轻量化、抗干扰相对定位

技术的迫切需求,提出了一种基于伴飞影像与刚性基线约

束的单目视觉测量方法。通过理论分析、地面模拟与飞行

试验的综合验证。所构建的“刚性基线-物像比”视觉测量

模型,通过将目标无人机的翼尖连线作为稳定的空间几何

约束,有效克服了单目视觉的尺度不确定性难题,实现了

在动态环境下对相对位置的直接解算。
地面模拟试验表明,该方法在近距离测量范围内具备

厘米级精度。飞行试验进一步证明,在X 向13~30
 

m、Y
向0~2.5

 

m、Z 向0~4
 

m的典型编队包线内,其测量结果

与GPS数据在3个方向上的误差均优于1.5
 

m,处理帧率

稳定在20
 

fps,能够满足多数编队飞行训练与试验的实时

性及精度需求。该方法对不同的编队阵型(前后、并列、斜
线)具有良好的适应性。尽管在目标机大姿态角机动导致

翼尖特征被严重遮挡时存在局限,但在大部分常规及动态

机动场景下,系统能快速收敛并保持稳定跟踪,展现了其

应对复杂飞行场景的潜力。
本方法具有硬件结构简单、成本低廉、全自主、抗电磁

干扰的突出优势,为在GNSS拒止或复杂电磁环境下的无

人机编队自主协同,提供了一条高性价比且可靠的技术路

径,具备广泛的工程推广价值。
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