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摘 要:针对图像处理系统灵活性不足与智能化水平待提升的问题,本研究致力于克服国产FPGA动态重构领域存

在的技术瓶颈,提出了一个逻辑层动态调度图像系统。该系统基于上海安路科技公司PH1A90
 

FPGA芯片与 Qt框

架进行开发,基于逻辑层动态调度原理通过智能上位机控制模块可实现近似于DPR的全链路动态调度行为。实验结

果表明,本研究实现了Qt上位机与PH1A90
 

FPGA的软硬件协同,完成了四接口异构输入、双传感器协同成像、算法

处理链配置与22种ISP动态处理算法,并通过HDMI输出1
 

080P@60
 

fps视频流,验证了接口、流程以及算法上的逻

辑层动态调度能力与国产芯片的工业级可靠性,推动我国智能安防、工业检测等领域的自主可控进程。
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Abstract:In
 

response
 

to
 

the
 

limitations
 

in
 

flexibility
 

and
 

the
 

insufficient
 

level
 

of
 

intelligence
 

in
 

existing
 

image
 

processing
 

systems,
 

this
 

study
 

addresses
 

key
 

technical
 

challenges
 

in
 

the
 

dynamic
 

reconfiguration
 

domain
 

of
 

domestic
 

FPGAs
 

by
 

proposing
 

a
 

logic-level
 

dynamically
 

scheduled
 

image
 

processing
 

system.
 

The
 

system
 

is
 

developed
 

based
 

on
 

the
 

PH1A90
 

FPGA
 

chip
 

from
 

Shanghai
 

Anlogic
 

Technology
 

Co.,
 

Ltd.,
 

integrated
 

with
 

a
 

Qt-based
 

host
 

platform.
 

By
 

employing
 

logic-level
 

dynamic
 

scheduling
 

principles,
 

the
 

system
 

achieves
 

near-Dynamic
 

Partial
 

Reconfiguration
 

(DPR)-
level

 

full-link
 

dynamic
 

scheduling
 

under
 

the
 

control
 

of
 

an
 

intelligent
 

host
 

module.
 

Experimental
 

validation
 

demonstrates
 

successful
 

hardware-software
 

co-design
 

between
 

the
 

Qt
 

host
 

and
 

the
 

PH1A90
 

FPGA,
 

achieving
 

four-interface
 

heterogeneous
 

data
 

acquisition,
 

dual-sensor
 

collaborative
 

imaging,
 

dynamic
 

configuration
 

of
 

algorithmic
 

processing
 

chains,
 

and
 

real-time
 

execution
 

of
 

twenty-two
 

dynamic
 

ISP
 

algorithms.
 

The
 

system
 

outputs
 

1
 

080P@60
 

fps
 

video
 

streams
 

via
 

HDMI,
 

validating
 

its
 

dynamic
 

scheduling
 

capabilities
 

across
 

interfaces,
 

workflows,
 

and
 

algorithms
 

at
 

the
 

logic
 

level.
 

Furthermore,
 

the
 

results
 

confirm
 

the
 

industrial-grade
 

reliability
 

of
 

domestic
 

FPGA
 

solutions,
 

contributing
 

to
 

the
 

advancement
 

of
 

independent
 

and
 

controllable
 

technologies
 

in
 

fields
 

such
 

as
 

intelligent
 

security
 

and
 

industrial
 

inspection.
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0 引  言

  实时视频图像处理技术要义在于对原图像进行图像信

号处理(image
 

signal
 

processing,ISP)从而得到更高质量的

视觉效果。随着智能安防、工业检测等领域对实时视频处

理需求的爆发式增长,系统动态调度能力与多模态协同处

理效率已成为制约技术落地的核心瓶颈。尽管基于FPGA
的加速架构已逐步替代传统DSP/GPU方案(如周倩等[1]

基于FPGA提出了一种自适应白平衡算法,李先友等[2]基

于固定流水线架构设计了一种基于Lattice
 

FPGA的实时

图像采集与处理系统),但现有研究仍存在两大短板:其一,
进口FPGA生态依赖性强,国产FPGA存在DPR支持不
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足的生态痛点,安路科技PH1A系列75%的型号完全缺乏

动态部分重配置(dynamic
 

partial
 

reconfiguration,DPR)支
持,剩余型号仅提供实验性接口。这与主流商用FPGA(如
Xilinx

 

Artix-7系列100%支持DPR)形成鲜明对比,凸显国

产芯 片 在 动 态 重 构 领 域 的 技 术 代 差,Kechiche等[3]在

Xilinx
 

Zynq基于DPR完成实时多视频系统的节能架构,
郭彪等[4]基于SDR系统的软件通信体系架构,设计一种支

持FPGA的DPR软件架构,而国产FPGA基本无法支持

DPR方案;其二,图像处理领域研究缺乏全局协同性,田杰

等[5]的高带宽设计仅解决吞吐量问题,研究缺乏对多传感

器数据流、算法动态加载及资源约束的全局协同;其三,软
硬件协同的动态调度大多局限于单一维度,赵子豪等[6]于

2022年通过上位机对FPGA硬件模块参数的设置与对外

设的命令传输,提出了通过上位机对图像处理系统动态调

度方案,但由于上位机仅局限于算法层的调度,存在控制与

硬件加速实时交互能力薄弱的问题。
鉴于上述情况,本文基于国产FPGA提出了一个逻辑

层动态调度(logic-level
 

dynamic
 

scheduling,LDS)的智能图

像处理系统。本文主要贡献如下:对本文提出的近似于

DPR的LDS方案在国产28nm级工艺的PH1A90
 

FPGA
芯片完成验证,弥补在动态调度架构领域的国产技术代差;
此外,基于LDS实现了接口、流程以及算法三维度动态调

度,解决了传统方案中因固定架构导致的场景适应性不足

以及调度层级单一的问题;最后,利用Qt的跨平台特性与

模块化设计能力开发智能控制界面,实现了任意接口数据

调度处理、算法处理链配置以及算法参数动态配置,将传统

FPGA开发中需硬件重构的功能转化为软件可编程任务,
显著缩短开发周期。

1 系统设计

  本智能图像处理系统采用Anlogic
 

PH1A90
 

FPGA芯

片构建并行处理四流水线任务,包括实时采集、数据流存

取、智能交互图像处理以及驱动输出,并搭载众多外设,从
接口层、流程层、算法层三维实现动态调度的智能图像处理

功能,总体逻辑如图1所示。

图1 系统总体逻辑功能设计图

Fig.1 System
 

overall
 

logic
 

function
 

design
 

diagram

实时采集任务中,本系统支持片上摄像头与 OV5640
摄像 头 双 路 摄 像 源、HDMI(high

 

definition
 

multimedia
 

interface)驱动以及SD卡(secure
 

digital
 

card)驱动共4种

输入源,其中片上摄像头与OV5640摄像头分别通过 MIPI
 

CSI-2(mobile
 

industry
 

processor
 

interface
 

camera
 

serial
 

interface
 

2)的高速串行接口与DVP(digital
 

video
 

port)的
并行接口向系统内部输入图像数据。数据存取任务中,

AXI(advanced
 

extensible
 

interface)总线下搭载的 DMA
(direct

 

memory
 

access)控制器在不占用CPU资源的情况

下负责直接将解码处理完毕的数据传输到异步DDR中,按
照指定的地址存储起来,等待后续高速实时处理。智能交

互图像处理任务中,本系统通过搭载支持UART(universal
 

asynchronous
 

receiver/transmitter)@115
 

200
 

bps协议与

UDP(user
 

datagram
 

protocol)@1
 

000Mbps协议[7]通信的

Qt上位机,支持对四输入接口的数据流进行接口动态调

度、对双模异构处理模式进行流程动态调度以及对22种硬

件加速ISP算法进行算法动态调度。驱动输出任务中,本
系统将处理完毕的数据流根据行场同步信号进行先进先出

栈(first
 

in
 

first
 

out,
 

FIFO)一级缓存后,满足输出接口时

序匹配性,最后将数据流进行编码并通过 HDMI输出。

2 逻辑层动态调度的图像处理任务实现

  本研究中的智能交互图像处理任务基于LDS特性,将
图像处理任务剖析为接口、流程、算法3个维度,Qt上位机

作为控制器实现三维度的调度行为,满足多场景下的应用

需求。

2.1 逻辑层动态调度的原理

  动态调度是一种根据实时系统状态、任务需求及环境

变化的优化机制,其基础是系统状态的持续监控与反馈。
传统动态调度(即DPR)为物理层上动态调度,在FPGA开

辟可重构分区(reconfigurable
 

partition,RP)通过重写配置

存储器改变物理电路结构,需要如图2所示可重构分区与

部分重配置支持[8],实现物理资源动态分配。

图2 DPR实现

Fig.2 Implementation
 

of
 

DPR

上文已论述DPR在国产FPGA的局限性与不易移植

性,为了突破国产难以实现动态调度这一瓶颈,于是本研究

提出一种如图3所示的LDS的动态调度方案。

LDS方案仅需在单一比特流约束下,通过硬件资源分

时复用与参数动态注入,将物理硬件资源抽象为虚拟资源

池实现[9]。Qt上位机充当决策作用,检测系统情况与用户
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图3 逻辑层动态调度实现

Fig.3 Implementation
 

of
 

logic-level
 

dynamic
 

scheduling

指令生成调度决策,传输至 AXI总线下的调度控制器,采
用 MUX-DEMUX结构完成对各模块的动态调度,通过消

隐期判断完成硬件加速路径的改变,实现近似DPR的调度

效果。

2.2 Qt上位机实现

  本上位机基于Qt
 

Creator软件开发环境进行开发,文
献[10]中设计了基于串口通信的上位机,完成姿态、位置等

配置。本研究在此基础上完成以太网 UDP通信,并结合

LU-ASR01语音芯片实现丰富的语音功能,实现了实时性

更强、人机交互性更高的特点。上位机整体框架如图4所

示分为语音模块[11]、数据交互模块和数据显示模块,支持

UDP@1
 

000Mbps与 UART@115
 

200
 

bps双通道协议。

UDP通信主要用于与FPGA板卡数据互连,UART通信

主要用于与上位机的语音模块互连。语音模块采用LU-
ASR01高精度语音识别芯片作为硬件支撑,通过扩展子卡

实现硬件级集成。上位机完成32条预设指令的按键/语音

精准识别,通过UDP数据包将控制指令传输至FPGA,UI
界面显示操作结果,完成软硬件协同。

图4 上位机整体框架图

Fig.4 Host
 

computer
 

overall
 

framework
 

diagram

设计完成的上位机 UI界面如具备分区特性,界面中

心为反馈区,用于反馈系统状态;左侧为ISP算法选择区,

用于下文所述的可配置算法链模式;界面右侧界面为算法

参数配置区;下方为模式选择区,可以进行串口、以太网通

信的参数设置,各接口数据流动态调度等。

2.3 接口上动态调度实现

  文献[3]所述DPR可通过切换比特流的重构方式实现

多接口数据流调度,而国产FPGA不支持DPR仅能完成

单一或多接口并行输入,本研究基于LDS搭载了四异构输

入接口(片上 MIPI模组摄像头、OV5640摄像头、HDMI、

SD卡),接口间支持硬件资源分时复用,每个接口相当于一

个 Module,MUX完成任意接口数据流选择后进行后续图

像处理任务,并通过 HDMI实现数据流输出。支持单一数

据流输出的同时,本研究实现双传感器协同成像,此时若只

有单一数据流DEMUX将会判断为N,返回调度控制器使

能另一数据流,同时向物理执行层输送双路数据,从而实现

如图5所示的双路拼接。

1)OV5640摄像头(DVP接口)2
 

592×1944@15
 

fps高

分辨率静态成像;

2)片上摄像头(4-lane
 

MIPI
 

CSI-2接口)1
 

280×720@
60

 

fps高速动态捕获。

图5 双传感器协同成像设计

Fig.5 Design
 

of
 

dual-sensor
 

collaborative
 

imaging

在工业质检等典型场景中,两传感器形成动态-静态协

同感知范式:OV5640通过自动对焦(AF)获取微米级表面

纹理特征,MIPI模组则以低延迟追踪运动缺陷(如传送带

上的工件形变),双模数据经时空对齐后输入决策引擎,能
够实现检测准确率提升。

为解决多源分辨率归一化问题,本系统采用双线性插

值算法[12],公式如下:

f(P)=
1

(x2-x1)(y2-y1)
x2-x x-x1  

f(Q11) f(Q12)

f(Q21) f(Q22)
􀭠
􀭡

􀪁
􀪁 􀭤

􀭥

􀪁
􀪁 y2-y

y-y1

􀭠
􀭡

􀪁
􀪁 􀭤

􀭥

􀪁
􀪁 (1)

其中,f(P)是待插值点的像素值,x2-x和x-x1是

水平方向的加权系数,y2-y和y-y1 是竖直方向的加权

系数。对算法进行改进重建,其像素重建公式为:

∑P(x,y)=
∑
1

i=0
∑
1

j=0
ωij·Q(xi,yj)

∑ωij

(2)

其中,ωij 为邻域像素权重系数,基于LDS特性,通过

Qt上位机控制可配置寄存器,配置缩放因子在0×0~
1

 

920×1
 

080分辨率区间连续可调,实现0.25x~4x 无极
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缩放效果(步长0.01x),上位机UI界面将实时采集并显示

当前分辨率与帧率,以便用户做出下一步决策。
异构视频流拼接实现中,片上摄像头数据流经缩放模

块生成960×540@60
 

fps子流,而 OV5640摄像头数据流

生成960×540@15
 

fps子流。为了解决帧率匹配问题,本
研究通过如图6所示AXI4-Stream交叉开关分别将双路数

据流写入DDR
 

Bank0-Bank3/Bank4(图6中Bank简写为

Ba),对每帧OV5640数据分配4个帧缓冲区,实现与片上

摄像头数据帧率匹配。解码后的第一帧数据首先写入

Bank0A与 Bank4A,当 写 满 一 帧 时,进 行 移 位 操 作,向
Bank1A写入片上摄像头的第二帧数据流,以此类推完成

一次奇周期(4帧)的写入操作。进入偶周期,采用乒乓策

略[13],写入Bank
 

B区间,并异步完成存储在A区间的数据

流读出。最终同样采用乒乓策略通过 HDMI驱动模块,在
每帧消隐期同步在DDR中获取双路数据,按式(3)完成空

间拼接。

Iout(x,y)=
IMIPI(x,y),x∈ (0,959)

IOV5640(x,y),x∈ (960,1919) (3)

图6 DDR帧率匹配操作原理示意图

Fig.6 Schematic
 

diagram
 

of
 

DDR
 

frame
 

rate
 

matching
 

operation
 

principle

2.4 流程上动态调度实现

  本研究在ISP处理流程上基于LDS构建双处理模式,
通过上位机“图像处理模式切换”控件实现ISP全流程处

理模式与可配置算法链模式的动态切换。

ISP全流程处理模式是标准化的“刚性骨架”,按照设

定的处理流程对原始数据流进行完整处理,处理流程如图

7所示。处理期间,用户可以根据图像显示效果通过控件

切换滤波算法以及锐化算法,达到更理想的处理效果。除

此以外,本系统支持图像缩放、拼接、去雾等后续算法处理

的操作。可配置算法链模式是定制化的“柔性扩展”,如图

8所示系统支持多级算法动态叠加,用户可根据实际需求

构建个性化处理链,具备算法自由组合、无需整体重构的

优势。首先在AXI总线中实例化最大数量的ISP
 

Module。
然后模拟 DPR重构电路特性在虚拟映射层构建 MUX-
DEMUX结构,实现 Module的输入/输出端连接到任意

Module或是处理输出端,从而构建个性化处理链,达到

DPR下切换比特流的近似效果。最后,设计动态旁路机

制,当模块未被选中时,数据直通,不消耗计算资源,待消

隐区判断为Y时完成配置路径更新。本研究将文献[3]中
DPR通过细粒度资源配置重构算法链硬件资源的方式转

变在预设的硬件资源虚拟化分时复用的方式实现,通过信

号切换和参数注入实现算法链动态调整,完成国产FPGA
缺失RP的替代方案,且具备更强的实时性,无配置位翻转

风险。

图7 ISP全流程处理模式流程图

Fig.7 Flowchart
 

of
 

the
 

ISP
 

process
 

processing
 

mode

图8 可配置算法链模式流程图

Fig.8 Flowchart
 

of
 

configurable
 

algorithm
 

chain
 

mode
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2.5 算法上动态调度实现

  在传统基于固定硬件逻辑的图像处理架构中,静态参

数配置机制往往导致算法适应性受限,难以应对复杂多变

的成像环境(如光照突变、传感器特性漂移等)。针对这一

技术瓶颈,本研究基于LDS提出一种软硬件协同的动态参

数优化方案,通过构建智能上位机与硬件处理单元的双向

反馈通路,实现算法参数的在线优化。本文以色彩校正矩

阵(color
 

correction
 

matrix,
 

CCM)算法为研究对象,阐述

该系统的实现机理与创新价值。

CCM通过矩阵运算,将这些偏移矫正过来,恢复图像

的真实色彩,从而最大还原人眼感知效果。以文献[14]中
CCM算法实现机理为基础,即CCM 表示为一个3×3矩

阵,该矩阵将输入RGB值 (Rin,Gin,Bin)矫正为输出RGB
值 (Rout,Gout,Bout),公式如下:

Rout

Gout

Bout

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 =

rr gr br
rg gg bg
rb gb bb

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁

Rin

Gin

Bin

􀭠

􀭡

􀪁
􀪁
􀪁􀪁

􀭤

􀭥

􀪁
􀪁
􀪁􀪁 (4)

其中,rr、gg、bb 为RGB三通道的饱和度;rg、rb 为R
通道的绿、蓝色比例;gr、gb 为G通道的红、蓝色比例;br、

bg 为B通道的红、绿色比例。
本研究针对传统CCM算法进行如图9所示的创新动

态协同优化架构设计。首先,在图像处理通道中搭建文

献[14]所述CCM算法的硬件加速模块,实现预定矩阵系

数的处理效果。接着新增闭环反馈机制,上位机持续监控

输出图像的色度统计特征(本研究选取 ΔE 值[15]进行

式(5)~(9)计算),构建基于人眼视觉特性[16]的动态评价

体系。最终搭建动态参数接口,在FPGA设计矩阵系数影

子寄存器组,支持上位机微秒级系数热更新。

ΔE00= (ΔL'
kLSL

)2+(
ΔC'
kCSC

)2+(
ΔH'
kHSH

)2+RT
ΔC'ΔH'
SCSH

(5)

SL =1+
0.015(L'-50)2

20+(L'-50)2
(6)

SC =1+0.045C' (7)

SH =1+0.015C'T (8)

RT = -2sin(2Δθ)
C'7

C'7+257
(9)

其中,式(5)基于CIELAB颜色空间,ΔL'、ΔC'、ΔH'
分别是给定颜色值间的亮度差、彩度差、色调差,kL、kC、

kH 为参数化权重因子,SL、SC、SH 为式(6)~(8)所示关于

三参数平均差值的权重函数,式(9)中RT 为旋转函数,

ΔE00 值越小越好,表明颜色准确性越高,用户自主改变24
通道参数减少ΔE00 值,进一步还原图像真实色彩。

3 实验分析与应用

  为验证 LDS在图像处理中的实际效果,本研究在

图9 LDS下动态CCM算法实现

Fig.9 Implementation
 

of
 

the
 

dynamic
 

CCM
 

algorithm
 

under
 

LDS

Anlogic
 

PH1A90
 

FPGA上搭建系统,通过TD软件与 Qt
上位机通过UDP协议完成软硬件协同。其中,片上 MIPI
模组摄像头、SD卡及 HDMI完成1

 

280×720@60
 

fps数

据流输入,OV5640摄像头完成2
 

592×1
 

944@15
 

fps数据

流输入,对任意通路采集的视频进行动态算法链处理,显
示屏通过 HDMI输出1

 

080P@60
 

fps数据流,实验过程通

过Anlogic
 

TD软件ChipWatcher功能实时采集波形。

3.1 LDS功能验证

  对接口、流程、算法三维度分别进行LDS功能验证。

1)接口上实验验证

接口维度上,实验支持四异构接口输入,片上摄像头

通过 MIPI协议完成采集、OV5640摄像头通过DVP协议

完成采集、笔记本电脑视频源通过 HDMI完成输入、SD卡

内置视频通过SDIO协议完成读取,基于LDS选择一通道

进行图像处理,结果通过 HDMI输出到显示屏,并通过Qt
上位机完成如图10所示的异构接口动态切换。

接着,完成双传感器拼接效果验证。实验路径上,首
先验证如图11(a)所示可配置双线性插值算法效果,上位

机UI界面及其能接收到的分辨率反馈效果如图11(b)所
示,在1

 

080P@60
 

fps输出的实验场景下,可配置双线性插

值算法时延≤1.2ms,峰值噪声比[17]≥38
 

dB。然后通过

上位机控件调度片上 MIPI模组摄像头与OV5640摄像头

双接 口 完 成 缩 放、帧 率 匹 配 与 拼 接 操 作,最 后 输 出 如

图11(c)所示的1
 

920×540@60
 

fps协同成像效果。

2)流程上实验验证

通过上位机完成两种处理流程的调度。ISP全流程处

理模式下,实验通过上位机控件选择 MIPI摄像头作为输
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图10 四输入源切换显示效果图

Fig.10 Four-input
 

source
 

switching
 

display
 

effect
 

diagram

图11 双传感器协同成像效果

Fig.11 Collaborative
 

imaging
 

effect
 

of
 

dual
 

sensors

入源,并在UI界面选择“全流程处理”操作,图12(a)处理

实验效果很大程度上还原场景的真实色彩;在可配置算法

链模式下,实验通过上位机控件配置算法链,图12(b)的算

法链仅配置了灰度处理算法,完成效果验证。

图12 动态处理流程效果验证

Fig.12 Effectiveness
 

verification
 

of
 

dynamic
 

processing
 

workflow

3)算法上实验验证

实验对本研究基于LDS实现的动态参数优化CCM
算法进行验证,图13(a)原始图像平均色差ΔE 为12.7,预
设参数处理的ΔE 为图13(b)的9.2,通过动态阈值判断机

制处理结果的ΔE 降至图13(c)的2.1(阈值设定为国际标

准ISO
 

17321的ΔE <5)。动态阈值判断后,实验者根据

人眼响应进行参数微调得到图13(d),ΔE 为1.7,完成优

异的动态处理效果。

3.2 性能指标测试

  采用 Anlogic公司SALPHOENIX􀅺1A系列芯片,
型号为PH1A90,该芯片含128

 

640个 REG,115
 

776个

LUT,64
 

320 个 SLICE,240 个 DSP,272 个 20
 

Kb 的

ERAM,12个PLL,32个GCLK和280个IO等硬件资源,

图13 动态优化算法效果验证

Fig.13 Effectiveness
 

verification
 

of
 

dynamic
 

optimization
 

algorithm

在TD
 

6.0上对本系统架构综合实现,其硬件资源占用率

如图14所示,足以满足系统设计需求,且具备极大的拓

展性。
文献[6]使用 Microblaze软核完成硬件模块参数的初

始化配置、实现流程复杂但计算量少的离焦量计算及与外

设间的串口通信等功能,使用硬件资源完成具有大量重复

运算的光斑定位算法、高速通信等功能,该软硬件协同方

案与纯 Microblaze软核方案对同样5幅图像进行处理速

度对比,提高近1
 

700倍,可见前者具备实时优越性。但文

献[6]仅通过软硬件协同的方式完成参数配置,本文将软

硬件协同思想融入到LDS中,将传统FPGA开发中需硬
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图14 FPGA硬件综合结果

Fig.14 FPGA
 

hardware
 

synthesis
 

results

件重构的功能转化为软件可编程任务,在软件端完成算法

上参数动态控制、流程上处理链动态配置及接口上异构源

动态调度任务,增强软硬件协同的应用性。
为了得到系统在软硬件协同下开发效率相关指标,分

别对软硬件协同下的 UI界面按键模式(后表述为模式1)
与语音识别模式(后表述为模式2)及纯硬件实现下的

FPGA片上按钮模式(后表述为模式3)进行指令测试,随
机进行100次操作判断系统是否准确响应及其处理速度

(平均时延),接着通过ChipWatcher功能检测运行时如图

15所示的波形变换测出响应时延,最终完成如表1所示实

验结果统计。由 表1可 知,前 两 种 模 式 的 平 均 时 延 均

≤20ms,而模式3的平均时延将近2
 

000ms。模式1、2均

能完成32条指令,模式3由于按键数有限仅能支持9条指

令,存在开发局限性问题。实验表明,软硬件协同的LDS
方案(模式1、2)能同时支持更多指令,进而更大程度地提

升系统开发效率;此外,相较于纯硬件方案(模式3),本文

提出的方案能够在进行相同指令测试时最高提升217倍

的处理速度,提升了整体系统的实时性;最后,选择软件端

完成动态调度,使系统具备灵活性高、调试方便的特点,具
备优异的人机交互感。

3.3 性能参数对比

  本研究LDS方案与全静态集成方案、DPR方案进行

性能参数对比。选择TD
 

6.0软件在该板卡构建文献[2]
全静态集成方案下支持22种ISP算法的可配置算法链,该
方案下需要将所有可能的算法链静态搭建,运行时仅通过

外部信号选择处理链。若需满足所有可能,组合将形成如

  

图15 ChipWatcher实时抓取波形图

Fig.15 Real-time
 

acquisition
 

of
 

waveforms
 

using
 

ChipWatcher

表1 三控制形式的指标对比

Table
 

1 Comparison
 

of
 

three
 

control
 

forms
 

indicators
控制模式 完成指令数 平均时延/ms 成功/总次数

UI按键 32 8.72 100/100
语音识别 32 19.08 96/100
片上按钮 9 1

 

889.64 100/100

式(10)所示4
 

194
 

303条算法链,其需要的 LUT 资源

FPGA必然无法满足。为完成方案对比,实验设定每条算

法链长度为21,则共需要搭建22条算法链。接着,选择

Vivado
 

2020.2软件在XC7A50T
 

FPGA实现上述算法链

的DPR方案,参考文献[3]的实现形式,利用 FPGA 中

DPR技术重构粒度更小的特点以及允许每个重构区域根

据功能需要动态加载和切换配置文件的特性,将FPGA划

分为4个重构子区域,各区域分别执行接口驱动、图像处

理、数据缓存以及参数配置的任务,每个重构区域支持细

粒度的资源配置,根据不同算法链及参数配置的情况实时

更改重构子区域的大小,通过ICAP控制器选择不同比特

流文件完成动态调度效果,最终3种方案得到表2所示的

可配置算法链部分的性能参数对比情况。

∑
22

k=1
C(22,k)=222-1=41

 

943
 

094 (10)

表2 实现可配置算法链的3种方案性能参数对比

Table
 

2 Comparison
 

of
 

three
 

control
 

forms
 

indicators

实现方案
硬件资源

REG LUT SLICE DSP ERAM
全静态集成 11

 

547 11
 

789 12
 

343 71 237
DPR(全静态集成占比) 3

 

978(34.45%) 4
 

568(38.75%) 4
 

967(40.24%) 49(69.01%) 79(33.33%)

LDS(全静态集成占比) 4
 

168(36.10%) 6
 

326(53.66%) 5
 

988(48.51%) 62(87.32%) 90(37.98%)
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  由表2可知,本实验以全静态集成方案为标准,算出

DPR/LDS与该方案之间的资源消耗占比,最终算出各资

源的占比平均数,DPR为43.16%,LDS为52.71%。相比

于传统的全静态集成方案,DPR/LDS方案均能大幅度减

少硬件资源消耗量,且LDS方案仅高于DPR方案9.55%,
验证了本研究提出方案的资源可行性,具有良好的性能参

数特性。因此,国产FPGA可以选择LDS方案避免DPR
不兼容问题从而实现良好的动态调度效果。

4 结  论

  本文基于安路科技公司的国产FPGA开发平台以及

Qt框架,提出一个基于LDS的智能图像处理系统。该方

案充分考虑到国产FPGA在图像处理领域开发程度不足

的问题以及图像处理系统的集成度,采用 TD
 

6.0作为

FPGA的开发平台完成四接口异构输入、双传感器协同成

像、算法处理链配置与22种ISP动态处理算法。同时,该
方案还充分考虑到图像处理系统的智能性,采用 Qt框架

设计智能交互上位机,通过双通信协议实现上位机与

FPGA板卡的互联,支持 UI按键与语音双模进行系统控

制与反馈,实现算法参数动态优化、显示模式切换等功能。
与以往的图像处理系统相比,该方案为用户带来更完备的

图像处理功能以及更优秀的人机交互性能,满足更高的实

时视频处理需求,成功验证了接口、流程以及算法上的逻

辑层动态调度能力与国产芯片的工业级可靠性。
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