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Medium- and long-term photovoltaic power prediction based on

time-frequency domain learning

Wang Wen Zhu Wenzhong Cheng Rong

(School of Computer Science and Engineering, Sichuan University of Science and Engineering, Yibin 644000, China)

Abstract: Aiming at the existing multivariate long time series prediction model in the medium and long term prediction
of photovoltaic (PV) power, which has the problem of poor prediction results due to insufficient feature extraction, a
multivariate long time series prediction model FFTEMixer based on learning in both frequency and time domains is
proposed, which is capable of accurately predicting the PV power while maintaining a high operational efficiency. The
model first uses the fast Fourier transform to project time-series data into the frequency domain. It then selectively
enhances or suppresses specific frequency components through learnable frequency filters to extract global features and
inter-variable correlation features. Next, an interactive convolution module is used to learn local dependencies, further
enhancing feature expression capabilities. Subsequently, a feature fusion module is employed to further integrate
periodic features, and establishes associations between feature variables and time stamp covariates. Finally, a multi-
head self-attention mechanism is employed to comprehensively model the long-term dependencies and temporal
dependencies of the sequence, thereby achieving comprehensive feature extraction from time-series data. Experimental
results show that on two publicly available photovoltaic power generation datasets, the model's predictive performance
significantly outperforms the baseline model, with mean squared error (MSE) and mean absolute error (MAE)
consistently achieving the lowest values. Compared to the current mainstream second-best model, its MSE and MAE
are reduced by 12. 6% and 15. 8%, respectively, validating the model's effectiveness.
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Fig. 1 Structural diagram of the FFTEMixer model

kARSI R A 5 5 K B G R Al o — A 2tk )2
HEAT WG AS B A5 R . Bk R A 1 PR,

k1 FFTEMixer Wil & 3

B A )Y S X, € RN

i I IR S K Y, € R

X, = X, + FilterBlock (X,)

X! =X, +ICBX})

X, = FeatureFusion (X?)

. forZin{1,2,-,N}

X' = Awtention (X""")

X, "' = LayerNorm (X' +X,"™)
X, = LayerNorm (FFN (X, +X,"'")
. End for

.Y, = projection (X,"™)

© 00 NN oY Ul = W [SCR

10. returnY,

1.3 FFEBlock

FFEBlock H P #7321 1 73 1) J2 T 27 ~J 1) 551 5 38 10 A
5 HEAGRY, TS8R B2 R AR AE 8 A 5P FRE
FR ERAFAE . 5] s 25 JE 1) A [ 7 471) 0378 3 7 2 78 84 A )
PR C B 1  B5CHIE 0] 38 58 A A AR P AR S R AR P AR M T R 43
YR (32 AL RE 7 7= A AN RIS, DRI AR S B TR i A 1)
¥4 X, P T — AT S 60—k )5 1 RevINS® H T
WAV A 30T B ) 7 51 e 3 A7 i A% % 5000 1743 5% )

BRI A TR EREER SN T RS
[ P PR AE A D o 2R R S A P R VL A K R AE
735 15 DA Sl B SR ) A0 I A AN [ R R Y S 1R AR LA R GA
HCrp AR Rl A2 5 T B AR AR R AR 4 i B B B AE 4 AR
JE B 5 B AT B IR A AT 0 2R AE I R 1 1
A T A A A, SR L A AR A L (A5 AR 5 AR
b B AT AR R B AR A5 238 5, T TG 56 A8 & 09 455
AIEAE 1 555 o DA T 2 BB £ 1) V5 7 AH DG 5 0 i Pk 30 e B
S o AL B S Y U 2 e ek, B B A AR
LD PR,

FilterBlock (X,) = IFFT(FFT(X,> ®H ,,.,.) (1

Hrp, FFT 2R ot A8 4, TFFT 230 8 5L 715
e, © FRITCRFM, H ., 2K HIBEHLL IR 7T 27 > AL
GRS ERRl & A

B R L (interactive convolution block, ICB)
H T A AN [ A A% R/ 1 4 BRBE e 2 T LA 4 A R e
MR FRRRE . BAACRUL, 88 — D BB B £ B/
A AR B0H0E 200k B 0 R A = 58 AN B UL B Y
R JHE R AZ AR Sl S5 I B ) OB OC &% 5 AR A il ad JT R
e BRARAE B AN W) RUBE 1) R0 A0 26 47 38 B, AT B 4 b X A 4%
RAMATEBL, HARSZH SR T .

A, = GELU (Convl1(X,) ) ®@Conv2(X,) (2)

* 159 -



549 % T
A, = GELU (Conv2(X,) ) ©®Convl(X,) (3) 1.6 ZMHMEE
ICB(X,) = Conv3(A, +A,) €Y) FRAE P 51 403 TFEBlock J& , ¥ Hofa i 45 4 ad — 4>
Hh, Convl.Conv2.Conv3 2—4EHE A, GELU LM Z AT LB A B O 2 R SE BN T R K L E H AR
T W PR T H s, BAGHEERNT,

1.4 45fERL &5

P [0 370 5040 S — ol R B 23S TR 1) 540 i 4 R ) 5
ST — FRAVEE 5 3t i A B aE LA AR R 2 A e ) A
WP RSB SRR — A 5 Z B R s ]
AR . B 1] 2 B8 7 43 T A0 T B, T 235 X K
Fi TR 4 60 1 %

PR i A e o B P T AR A 5 e ) P A AT
A XTSI, BN A R H A RS R [k
ARG 5 R AE AR & AT AR AR Al . B S AR Ol
FFEBlock fi )7 51 X, BURFEAS & 5 B bR A8 5 617 5 55
SR IE R E bR A i 5 e () B AR AR AT B R Y P
B s e Je A T it — A R T R AE B 2 A AR O o — A
I 2 3 ) R 08 il A R AR S A R RO M R AR
D458 S A S S P A e RO R AR BE . BRI R R AT .

S = {tistyeuty) (5)
S, =S, 118 1assS,) (6)
X, = Concat (X,,S,) 7
X, = FilterBlock (X, ) (8)

Forpr, S ARERES ¢ NI B B OR L k R8I E)
W AR BEAN S, S, BT 25 ¢ AbXS R BT B i, X[ €
R P R I )R R AR R A
1.5 TFEBlock

TFEBlock %A T iTransformer 2 [ #5814 45 i e 45
F % G 28 B 22 A0 TR 1) 4 1 2 ME B 2B 6, T T 3R H b
At 5 I ] 38 D19 728 ik K U ARORS 1 T AR . A G
52 2 3 R I ML 2 A — A6 R 5 ) 4% 2, IR
Pom el B i Sy MU R 4 R 5 B AT R AR IR I AR
P AR R B [ P AR AL L I R AR T AT

T

Attention (Q ,K,V) = softmax 9

%
()Y
Hob, @ A& &, K SBR[, VO ) &,
dy BRI YERE , softmax (o) NEPEIH—1LiT5.
SR T8 2o 5 A 28 I 456 T = 7 L2 i L i R AE
e S5 21 B 2 4 B A AR etk s ) ] TR TR AR B i AR L Pk R
TR BE T DA Btk — 5 B SR T X B e B 2 S ey . Bk
HHREBRMT.

X, " = LayerNorm (Attention (X, + X, "'™)
(10)

FEN X, =GELUX, "W, +b ) OW,+b, (11

X, = LayerNorm (FFN (X, ")+ X, (12)

Hop, X7 BoREI— 2 B SR, W, AW, SR AR
Wi, b, Al b, A B,

+ 160 -

Y, = projection (X, V) (13)
wE LA Y, € R™Y,
1.7 AHLoss
AHLoss &5 & T - 35 45 %152 22 7135 7 158 25 B2k R 4L,
I AR 25 S N T R 2 E B [ 3E N R B A AR
HpataEm Qo s,
L =2) ¢ Lyap +2:(t) » Lyse (14)
Forb, Loy WEXTERZRUR, Ly AHITREHIE,
A () A, () R BE R 22 I/INFIIN 25 3k BE g o 72 1 1Y A
W, MIRZEBRI AR Loyne MR, DL SR AT 50
BB s IR R BN 4R & Lo MALER, IR TG
KGR o G 3ok 45 G W AR 2% i 6 B2 A5 5L L i DR U1 R s P
2 e W SRR

2 HEAESSH

HiEEAEEE5LAE
R T B UE AR SCRE LA o B S AR & L T R TN AE 45
B AT S AR SO T A S T 3 194 Y6 AR e 25090 4
o 56 AR SR RIAT APk

PV-1 4 42 o U5 B3 o R 1 BT 88 3 ot Ak & o
2019 4E 1 H 1 H~12 A 31 H & B 2R 588, 14 35 040
SRR L RAEI R IR 15 min., 240 B8 4 B 32800
B TSR 7 SVRRAE A RE AR s KRB R
RUAR S SR AL B0 SR O N & L o R, 3k 35 040 17
Bt

PV-2 B RIE T T E LR AR 2016 4E 1 A 1
H~20204F 10 H 6 H 6K & B 504, b 41 783 &4
Pt RFESR N 1 h, 2t B Bk 35 B s 4 T bR T R
(WA 9 FUEIE A IR BUN S E WA B
KT8 S T A S BRSO R X R R T A
R BT,

AR SCKHIZ B AT TR FAL B, 1 5 R R A X A
B A R A AEAE S H (BRI 2 (L, O 3 0o 2 1 4 M R R e
T B S AR [ B Ay (5 A A AT S, A5 A A o A A 1 BB
T ARAEAL AL BE 5 K A HE T 1 T A B B AT 40 5
TERERS B ¥ 50 1 70 %6 T U ZR4E . 1026 F F RS, 2026
T4 .
2.2 iFMiEER

H T VE AR R R M AR, R SO T O B 4 ) iR 2
(mean absolute error, MAE) f1#] /7 & 22 (mean squared
error, MSE) Jy 5 5 Tl 25 S 55 B0 524 25 5 09 405 2 b ofE .
O 235 BB B2 50T B SE 1 . MSE A1 MAE B8 /. Hot &
NI

2.1



E X F A THRIRT I NP KRR F RN %1
, FEY
MSEZLE(&I_S)I)Z (15) x1 EEBSH
n - Table 1 Model hyperparameters
MAEZLZ”H&*%‘ (16) e E2d
L LN 2R3 96
Horr, n FoRMNIKE MFEA BEL, v, FOoRTIMAE . v, & eI 8
NIERSS (8 W 78 J2 AR E 4 512
S R 2 AN R
3 RBERGHH RETH 2
LRE 0.1
AR S S0 BRBE R Intel i5-124001 4b B 2%, NVIDIA O R GELU
GeForce RTX 4060 f& . W17 16 G, 4 #2215 5 K A Python 23] % 0.000 1
3. 12, FEAKESLN Pytorch, HmANBSHILERE 1 N, HEW KN 32
3.1 RREHBEIEMULER ETETR AHLoss
T ARFEAS SO B AR W BOM A 2 A M RE R B, A Ak e Adam
SCRERET 5 A 2T 2 U A S o A A BE AT LA, i R R 10

MEAformer*" | SOFTS ™| TimeXer™'
Patch TST ", 1 K IV ) F5 90 000 45 5 b e i 6 77 ol
FPUA g 96, TP 20 51 0 96,192,336 Al 720, SL4

iTransformer I

SERANZ 2 FroR 2 IR A B 2 s X HE R b 3 B AR

R 2

R2 BETEBEEREERNER

Table 2 Results of photovoltaic data prediction for each model

S HOE K VNS MEAformer SOFTS TimeXer iTransformer PatchTST

MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

96 0.142 0.191 0.170 0.233 0.166 0.215 0.156 0.223 0.173 0.231 0.165 0.229

192 0.154 0.202 0.197 0.249 0.187 0.231 0.185 0.259 0.210 0.255 0.179 0.239

PV-1 336 0.150 0.206 0.201 0.252 0.193 0.238 0.185 0.255 0.205 0.254 0.181 0.241
720 0.151 0.217 0.203 0.255 0.189 0.241 0.175 0.247 0.196 0.254 0.180 0.241

Avg 0.149 0.204 0.192 0.247 0.183 0.231 0.175 0.246 0.196 0.248 0.176 0.237

96 0.077 0.137 0.087 0.161 0.084 0.157 0.090 0.186 0.085 0.162 0.091 0.190

192 0.079 0.142 0.090 0.165 0.087 0.161 0.095 0.193 0.086 0.163 0.096 0.191
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Table 3 Results of ablation experiments
AR 3L R 1 R 2 FR 3 PR 4
Hipge mlEK
MSE  MAE  MSE MAE MSE  MAE  MSE MAE MSE  MAE
96 0.142  0.191 0.150 0.204 0.170  0.231  0.155  0.203  0.147  0.212
192 0.154  0.202 0.167 0.218 0.194 0.255 0.166 0.214  0.163  0.232
PV-1
336 0.150  0.206 0.160  0.214  0.197  0.263  0.183  0.224  0.163  0.237
720 0.151  0.217 0.161  0.217 0.199  0.266 0.170  0.218  0.156  0.238
96 0.077 0.137 0.082  0.143  0.086  0.156  0.084  0.156  0.076  0.149
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S MSE 43 50 FF 5 7. 4 % 3. 8% 5 T AR 1IE il A 7% 0.19 P
B RS B U S8 PV-1 Bodls 4 192 26 K W 9 MSE 3 iin
. s 0.18
7.8%,PV-2 B ¥ 4 720 £ K W A MAE L T+ [ S <DO
11.7% ., Xeegs B35 4 2 B, FEEBlock 19 45 38 4% 1iF 42 0.17 [BRYRHS LussamBess s w0 @
SOFTS atc
KR fE 47 . TFEBlock ff i ] 5 1 32 02 88 F7 LA % 4% F il 4 Z massmssss  (@1oros wmatss
= .
P 2 —. — — 0.16
PR E R A ThRE B — A, =F R TR FAE T T e
R PR RE . b . AHLoss $5i 25 BR 508 o 45 9 A6 70 X S 0.15
R N Gt R RS L O — 2B M T R A 0o
i 575( P 0.14 ’/,,»‘174.33 MB3.6 s
3.3 WMEHF 0 10@”& 20 30
S w Pl / li
&30 FFTEMixer BRIEAT T 2084097 . £ PV-1 %L ’ (/epocty)
B2 NAE AR ISR 4 e

PRAE oK 25 A e I 25 B B 1) 3 58328 47 e [0 08 7 o5
FAPEAT T ek, g R 2 o, ZEER T 4% AR
KB Ry 96 25 T YN — 46 0 1 S5 K6 B X 1, B A A5
RUFE YN LRI A 5 T G

B 2 T RLE L FE TN A S 96 B, AR SO AL Y
B AR A I Rt K S A AR L B — R
WAE 5 AR LE T SOFTS A B ) 32 & (HL R 2 1 1] 45 3k
JEARGE . 33X 3 B AR SCARE AU R 4% () Ak e JE5E 750 000 A B S AT
B B R N AN

Fig. 2 Comparison diagram of memory occupancy and

training duration

X4y T A5 AT T AT AL . HAS R 3 R 4 R,
Kl 3 BRI PV-1 B S 72 O 20Ky 336 B 45 - B Al
BTN 25 5 18 4 JBOR B2 PV-2 B AETE T AR Ky 96
B A AR A TN 25 5 . b B R SRR B Rl 2B G, A R
FRBRAEAL IS B 18] 25 %3 B O fR & L T R, B SRR
RTRIAE , 3 R R Rm BSL Al . & 3.4 P LR AR

3.4 SRTHLD FERY Ry F0 I M 2k 5 FCOSC(E ih £ o W A, X R B
KT FUF I E FFTEMixer A5 % F0 114 20 3, 48 ¢ FFTEMixer £5% % 8 % $2& 4L 508 1fiz 19 T
3.0 3.0 3.0
== GroundTruth == GroundTruth =e= GroundTruth
25 —=— Prediction 2.5¢ —=— Prediction 25 —=— Prediction
Z 20 g 20 g 20
S | s =
M L e 1.5 5 1.5
® 1.0 ® 10+ ® 1.0
%2 00 1 0.0 & 0.0
0.5 0.5 05
-1.0 1.0 1.0
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
B 1A)/15 min B [A)/15 min Pt A)/15 min

(a) FFTEMixer

* 162 -

(b) iTransformer

(c) PatchTST



O F A TEREE T e P KRR E %1

3.0 3.0 3.0
== GroundTruth =*= GroundTruth == GroundTruth
2.5 —=— Prediction 25 —s— Prediction 2.5 —=— Prediction
Z 20 2 20 2 20
= = =
% 1.5 ,‘% 1.5 ‘gl' 1.5
5 1.0 5 1.0 g" 1.0
@ 0.5 & 05 Z 05
£ 00 00 £ 0.0
-0.5 -0.5 -0.5
1.0 1.0 -1.0
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
I [/15 min fif 18)/15 min fif [8)/15 min
(d) MEAformer (e) SOFTS (f) TimeXer
&3 PV-1 % &l WAk 25 2R K
Fig. 3 Visualization results diagram of PV-1 dataset
20f o e 20 g 20 g
E 15 § 15 Poa b8 § 15
% 1.0 % 1.0 % 1.0
g os 3 os B os
% 0.0 E 0.0 ﬁ 0.0
-0.5 -0.5 -0.5
-1.0 -1.0 -1.0
0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200
I &) /h B ) /h i [)/h
(a) FFTEMixer (b) iTransformer (c) PatchTST
== GroundTruf == GroundTruf == GroundTruth
20 i 20 e 20 2 rtcen
Z 15 S Z 15 Poos b b Z 15 poAoh ok
= s s ‘
5 10 5 10 5% 10
g os 3 os B os
% 0.0 E 0.0 ﬁ 0.0
-0.5 -0.5 -0.5
-1.0 -1.0 -1.0
0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200
I &) /h B ) /h i [)/h
(d) MEAformer (e) SOFTS (f) TimeXer
K4 PV-2 $dm e aT Ak 45 1 K
Fig. 4 Visualization results diagram of PV-2 dataset
T BE
[1] HONG T, PINSON P, WANG Y, et al. Energy

i Fe R & H B LA A R T R AR R R 2
FRAE (A 4% 58 19 RNN 1 Transformer 8 51 85 /7 76 ¢
TEFRIBON T 8O Y6 AR K F Ty 28 100 v R 30 F0000 o 32 B0 4%
2, AR SCHR H— T Ol AR & vl o) 28 v K B 00 A
FFTEMixer, i 5250 5347, 18 th LT 4538 . FFEBlock
5 TFEBlock %5 & i1 H , {1 452 7 GE 4% 78 S 45k 1 B 358 5 300 1
[ R A1 2 B, B BE A7 9K 4 JR FR AR AR B . DR AR K 14
KF . DI 0 35 £ T 5000 AE B2 5 38 5 5| AR AF Al 2% 2 ST
AR A i 5 B () I AR i A IR AR L 3 9 TR R A 4 L
PERRAE A0 B[R] AE R A T A BB g, 3 — 2B 4R v T
AR . HIR AR SR Y 3 1T 2% 5 550 3R 8 Uk A 14 0T IR
FEHE U T HARRAE S HURE 7 A R, IR G S 2 0F 95 8 R AR
F G S B B AR B =X, LA T — 25 B T A AR (1
YRR B B R

(2]

(3]

forecasting: A review and outlook []J]. IEEE Open
Access Journal of Power and Energy, 2020, 7.
376-388.

AR TE AR AlE SR K BT B 2% 0
JeR T AR T LT, B s 5 Y A R, 2023,
37(11):205-216.

HAN Y., ZHU H Y., LI K. Short-term PV power
prediction by fusion of clustering and SCN[]J]. Journal
of Electronic Measurement and Instrumentation,
2023, 37(11):205-216.

L B, 55, T MBI-PBI-ResNet [ 4
ORI AWM LT Bl Rg R 5 E, 2024,
52(2):165-176.

HUANG Z, BI G H, XIE X, et al. Ultra-short-term

+ 163 -



519 % B F om % % K
PV power prediction based on MBI-PBI-ResNet[ ] ]. 43(1):87-93.
Power System Protection and Control, 2024,52(2): YANG SH P. WEN ZH, DING J, et al. Short-term
165-176. wind power prediction model for quadratic
(4] =i W7, Zikog, & KT SSA-BILSTM FF £k decompsition combined LSTM[]J]. Foreign Electronic
P& AR S R )], B F I &+ AR, 2023, Measurement Technology, 2024,43(1):87-93.
46(21):63-71. C121 N26fts A 40 50, A b 9K L 26, 36 T CNN-GRU 41 45 #f
YUAN J H, JIANG W J, LI H Q, et al. Photovoltaic 20 0 2% R B P DLIR 2 2 R G IAAR 2L ). AR AR
power forecasting based on SSA-BILSTM nonlinear 2548 ,2023,44(10) :219-226.
combination method [ J ]. Electronic Measurement SUN X W, YANG T T, YANG H R, et al. Research
Technology. 2023, 46(21):63-71. on thermal error of CNC machine tool feed system
[5] AGGA A, ABBOU A, LABBADI M, et al. CNN- based on CNN-GRU combined neural network [ ] ].
LSTM: An efficient hybrid deep learning architecture Chinese Journal of Scientific Instrument, 2023,
for  predicting  short-term  photovoltaic  power 44(10) :219-226.
production [ J ]. Electric Power Systems Research, (137 BEECHEA, B K, PhFiAS, 45, 3T GWO-GRU 61k
2022, 208: 107908. KT, K PHRE2#H,2024,45(7) 1 438-444.
[6] YU J F, LI X D, YANG L, et al. Deep learning CHEN Q M, LIAO H F, SUN Y K, et al
models for PV power forecasting[ ]J]. Energies, 2024, Photovoltaic power prediction model based on GWO-
17(16): 3973. GRUL[J]. Acta Energiae Solaris Sinica, 2024, 45(7):
(7] WAL A7)0 58 @ &, %, & T XGBoost-LSTM 41 438-444.
AR EIR K B R B L], K B AE 4, 2022, [14] AR AR, 0%, 5. 3T ICEEMDAN Al TCN-AM-
43(8):75-81. BiGRU % 1] 0t AR Zy A 10 90 [ 0. s 7 I 4 g R
TAN H W. YANG Q L. XING J CH. et al 2024,47(9) :61-69.
Photovoltaic power prediction based on combined BAI L, YU B, GAO F, et al. Short-term photovoltaic
XGBOOST-LSTM model [ J]. Acta Energiae Solaris power prediction based on ICEEMDAN and TCN-AM-
Sinica, 2022, 43(8).:75-81. BiGRU [ J]. Electronic Measurement Technology,
(81 AUk & ak . MWL, 2. JE T 0 A AR 23 B B il it 2024,47(9) :61-69.
XGBoost 532 1) rf < 1 6 AR L 3l & o o8 900 O vk ). [15] VASWANI A. Attention is all you need[J]. ArXiv
RGP 516 ,2024,52(11) :84-92. preprint arXiv:1706. 03762, 2017,
LIY F, ZHANG Y, LIN F, et al. Medium- and long- [16] AT, HIEE, X242, 55, F T Transformer 4% & 1Y
term power generation forecast based on climate DGR A D R T [T ], B 2 ), 2024,52(5) .
characterisation and an improved XGBoost algorithm 16-22,59.
for photovoltaic power plants [ ]J]. Power System HUANG L, GANHY, LIU XJ, et al. Ultra-short-
Protection and Control, 2024, 52(11) :84-92. term photovoltaic power generation prediction based
[9] L HE, B e, Bt 3 F VMD-FE-CNN- on Transformer encoder [J]. Smart Power, 2024,
BILSTM i % 056 AR % At Dy R B0 [T . K BH i 27 41 52(5): 16-22,59.
2024,45(7) :462-473. (17 SalHEms, o 48 4, g, %6 4R & e 2y 3 560
JIANG ] G, YANG X Y, BI H B. Photovoltaic power LSTformer BRI J]. 5 HL TR 5 1% H . 2024,60(9) .
forecasting method based on VMD-FE-CNN-BILSTM[ ] ]. 317-325.
Acta Energiae Solaris Sinica, 2024, 45(7): 462-473. LIU SH P, NING D J, MA J. LSTformer model for
[10] Sk#F,. 508, EER 5. T RWEE DALHE KPR photovoltaic power prediction [ J ]. Computer
SR K TR T[] ], K BHBE 2% 4], 2024, 45 (10) : Engineering and Applications, 2024, 60(9): 317-325.
298-308. (18] ZEAhiMe . MRk i, =i, %5, K ] PCA-CSA-Informer
ZHANG Y. JING CH, WANG H M, et al. Medium RPN RGP SRR Pl PNE S I QER S
and long term photovoltaic power prediction based on Bl2E M) ,2024,52(6) :681-690.
periodic attention mechanism [ J]. Acta Energiae CAI'W X, CHEN ZH C, WU L ], et al. Short-term
Solaris Sinica, 2024, 45(10): 298-308. power generation forecasting study of PV based on
[11] AR, cH, T8, % R a A S LSTM )4 i) PCA-CSA-Informer modeling[[J]. Journal of Fuzhou

WU, Ty 5 00 A AL [T [ Ah W 0 A R, 2024,
164 -

University( Natural Science Edition), 2024, 52 (6):



IO F AT RIRE T M KRRk 551

[19]

[20]

[21]

[22]

[23]

[24]

681-690.

YU CH M, QIAO J, CHEN CH, et al. TFEformer:
A new temporal {requency ensemble transformer for
day-ahead photovoltaic power prediction[J]. Journal of
Cleaner Production, 2024, 448. 141690.

ELDELE E, RAGAB M, CHEN ZH H, et al
Tslanet: Rethinking transformers for time series
representation learning [ J ]. ArXiv preprint arXiv:
2404. 08472, 2024.

YI K, FEI ] R, ZHANG Q, et al. Filternet: Harnessing
frequency filters for time series forecasting[J]. Advances
in Neural Information Processing Systems, 2025, 37:
55115-55140.

KIM T, KIM J, TEA Y, et al. Reversible instance
normalization for accurate time-series forecasting
against distribution shift{ C]. International Conference
on Learning Representations, 2021.

LIUY. HU T G, ZHANG H R. et al. iTransformer :
Inverted transformers are effective for time series
forecasting[ J]. ArXiv preprint arXiv:2310. 06625, 2023.
HUANG S Y, LIU Y P, CUI H Y, et al. MEAformer:

An all-MLP transformer with temporal external attention

for long-term time series forecasting [ J ]. Information
Sciences, 2024, 669: 120605.

[25] HANL, CHEN XY, YE HJ, et al. Softs: Efficient
multivariate time series forecasting with series-core
fusion[J]. ArXiv preprint arXiv:2404. 14197, 2024.

[26] WANG Y X, WU H X, DONG J X, et al. Timexer:
Empowering transformers for time series forecasting
with exogenous variables[ J]. ArXiv preprint arXiv:
2402.19072, 2024.

[27] NIEY Q. NGUYEN N, SINTHONG P, et al. A
time series is worth 64 words: Long-term forecasting
with transformers [ C]. The Eleventh International
Conference on Learning Representations, San Diego:
OpenReview. net, 2023:1-24.

EZ & v

F 3T AT A FEEBESETT 9] BT RE R O B

E-mail: 2510083129@qq. com

KB CGEGEHR) L, HAR, BB T7 0 IR
A R R B bR,
E-mail: zwz@suse. edu. cn

RS AT GEA  EE T IR
E-mail:1043119400@ qq. com

+ 165 -



