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Rail transit obstacle detection algorithm based on improved YOLOvVS

Zhao Hongliang Guo Youmin Wang Jianxin Yang Jun

(Institute of Mechanical and Electrical Technology. Lanzhou Jiaotong University,Lanzhou 730070, China)

Abstract: In order to solve the problems of low accuracy and slow detection speed of obstacle detection in the complex
rail transit background, an improved object detection network model of YOLOv5 was proposed. Firstly, a lightweight
Transformer backbone EMO based on attention mechanism was used to replace some modules in the original backbone
of YOLOv5. which not only ensured the lightweight. but also improved the accuracy and stability of the model.
Secondly, Focal-EloU is used to replace the CloU loss function in YOLOvVS5 to solve the problems of low training
efficiency and slow convergence speed caused by CloU. Finally. the lightweight upsampling operator CARAFE is used
to replace the original upsampling layer in the YOLOv5 algorithm, which has a larger receptive field without
introducing too many parameters and computational cost, and improves the detection accuracy and detection speed.
Experimental results show that compared with the original YOLOv5 network model, the mean average precision of the
proposed method is improved by 11. 1%, the precision is improved by 13% , the recall is improved by 11. 4%, and the
detection speed reaches 60. 7 frames per second. The proposed method shows good performance in the target detection
task, and effectively enhances the detection performance of the target detection model in the context of rail transit.
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HESR T AR T XN bR AR G RS B . SRR 7 J5E ik
XTI A 00 o 25 A 2R 5 22 295 0 1) B T PRI Ak B2 I 25 0 =Y
Pefl B T X F RN B AR BRI R . SCERC8 4 A
T2 R B AE 1Y Ar R 0 35075 R IR B2 b 28 ) 28 46 U
ST B TR A 0 AR AT AN . SCERC9 4R L B TR
B AIHLEIR G X T B AR A 0 R, LAt R T
Xof 42K it 55 s A1 ARSI AEL SR FUBE ARSI S 43 I8 B X I

YOLOv5 & —F 5 T B B B pn ks I 19 5 vk . Gl
A M 48 258 .51 A Anchor-free #: | 22 KB Il 25 A0 4 B
SRR AT T HARK I A M RE IR . B E T
Brnz F P B T AR S O IR I B b A 4 ek 17 o
Bk —. SCHERL10J58 b b A 7 25 oR ORI B2 v A 1l A T AHE
KR LR ER B4R B 8, SCERC11 ] K-means %
PP EYE YOLOVS Bk R 1% 58 KU T Kl bn &
P PUBIRE BE . SCER (1242 s Bt YOLOVS W 45 458 1Y 32
TET Xz 3035 /N B AR R B

T PELTE A E T T R R /N H AR AR B
o 0 ARG 0 A B A A1 19 [ A, AR SCHR T — ol B T
YOLOv5 53k (1) %1 18 32 38 F 15 9 4 ) ) 2 AR B 7 2 fif
JHFEFE B I HLH 52 B % Transformer & 1 /5 20 #5571
(efficient model. EMO) # Bk A YOLOVS o i) & 43
Backbone B, DU S AR 135 A5 B MR8 68 s HOk,
K H Focal-EloU Loss R AL YOLOVS 1451 5 o8 2, fif ke
AT FT B AR E S K FE AN 2 (1 ) T, 4 v A 2 g A
FEREEFENKS B, &5, B R LRI (content-
aware reassembly of features, CARAFE) %% # YOLOv5
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T EA R MESZ I, T LS AR R B E R DR
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PRATAI AR B . BGEJE 19 YOLOvVS BERIAE H bR K AT 55
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YOLOvS™ ™ | b 4 W 55 32 i 5 07 AQ i v 2 it
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A N O 28 B TR, 255 2 ) ) 9% B it A L R RS 32 R
JE B LR AR SCR T YOLOVSS A5 70 1 Oy 356 of k47 kg a0k
YOLOvS P28 45 A1 3 % iy Backbone,Neck 1 Head =4~
U

Backbone J& & T M 4 A8, B 19 VR F 2 B 4 A 19 B 1R
FG 25t — R A TR R R, ey Z2 R AE B, DA
T 4 BBUAS [) J2 WK ) RS RRAE &

Neck J& 45 AiF fill & 8 P, f1 $5 AE 4 5 38 W 4% (feature
pyramid network, FPN) HI% 1% 84 W4 (path aggregation
network, PAN) B #8420 B, ‘& WIAE H & ¥ Backbone

1 255 3R B A TR IR AR R AR IF SRR BB T R A
T S B 2 PRI AR R J2 0 SCRRAE (9 5 1A 5 58
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Head /& F PR RIS, 32 20l 3 NG J2= 4 8. 1
Felle Neck BEHHX 9 3 LLRFAE ] 23 531 6152 000 /s H A5
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JIHLH Y 5% i Transformer &+ EMO B3Ok R £
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Loss AL YOLOVS (94 2 pREL fre ) - 6 AR A 2 1%
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2.1 LB THE
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EMO % # 4 YOLOvS5 1 Backbone 7543 B4 .

ARSI P EMO 244 Transformer Wi £ 3k i1 52 7
B LA B 8] 7% 22 85 B Cinverted residual mobile block,
IRMB)Z5 4, 95| A T Meta Mobile Block #8" , #yg T
— AR G R T R ALEI RS AR SRR S AL
P B TR BT 340 R 8% 4 v 55 0 100 o o 1 R RS Pk

M1 A LUE ) EMO 7E# A FE4E [y iRMB 4
B A HAL S Z2 B VERT . 8] 2 BT7R 2 iRMB 45 MR &
JiRMB H P TR A 18« R B T 40 15 45 AR B (depth-
wise convolution, DW-Conv) 138 H.30F 5 R,

DW-Conv JH F- 44 2 55 Jn &5 280 0 & 3 22 07 HL ) iy 2
i, DW-Conv Hi 2l #F 89 %R FF % 1 (improved depthwise
convolution) & i %% F (pointwise convolution) P§ 4~ # 43
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WO TR A B — R IR BT A B B AL o T — A
a] 2 3 1943 4 % B (grouped convolution) #24E , X 44341
A FURAE T LUK 30 38 53 21 5 6 B A~ A4 FOR 6] 9 26 B
MNTITSG T AR LM L R R B T 2 I RHIE AR B . BEAb,
AR B4 U T B LR B AT 4 25 4 B (random
depthwise separable convolution) 15, 7 DL 78 £ 5 A1 [7] 11
AEIET MBI Z R, BREHE
& G132 5 A BURH TR) T T ok ) 3% 8 4 R Y i 14 3 T
B 2 I T 0B AN — 25 b B B 2 i S RO R
ARSI KO0 B AT DO B4~ 88 Y 5 [ i AL
AR T LSS I L v, DI T A b Al B AR E =2 (1) 7 AR
HAEA.
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B R E MR, M TESEN ERER T
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AR B IR B TR ORI A i R TR A B T AR
PR AR 0 TR I, 48 A AR 3R R BORE BE R o AR ML
3 7R CARAFE P45 (1 4544 18], CARAFE 8 F #571
2B E e SRR A TR AL e R AR AT B 4 B B

B 3 CARAFE %25 k) &

15 _FRBEAZ TN AT, AT L 3 07 3 A 0B SR A% A
A5 7T A 2 5 B AR H0 R I 1 614 DA 1 7 ] R A
7 B AASCEE 42 w5 AR 7R O RS B2 FIVERR 1. &l 3 b B
RSB H XWX C YRR P T 38 5k 38 30 e 45 s /0 7l 742
BB ERH i H XWX C, BYRHE & e 8>
Y (4 2 B8O AT AR L TR I PR R AR R A R . N
i bty Hh 224> 4 FRUZ A AR )2 4R, AT DX A TR AT £
U BRI A A L AT 2 2 48 LR B 4R AR, 19— kA
AL i A S T A5 20 A R REAX L i R A — e R Y
SRR A ENTEOARCE A 1, 3R AT RLARIE B R AL /Y
FCH 73 BE 2 BEAY , I EL AT LS 4 42 1 SR A A9 07 B
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R 2 R o i A 0 R I A SR A A T
Xk IS B AR P R AT A BRI N AR &+ DA T A 8 B 0 19 4
ERR . SEGM LRAEDT LA . CARAFE H i fF A 5
UREHTE T8 T A [ 4R 38 3 =2 18] B9 A 4, Il T 26 A

KNSR T R R (S B ET AL
5 . CARAFE | 75 AT 7 8 5 B /N3 9 — A
T 2N AR AE P AR A SRR A A5 R i

3 XRKRERSH

3.1 XRMEBESHIESE

A S op ol B4R 7E R 58 Ubuntu 20. 04, GPU
NVIDIA RTX3090, 14 25. 4 GB,CPU 54 6 # Xeon
Gold 6142, 24 N A7 M 60. 9 GB, Python & v3. 8, IR J& 2
S HESR A PyTorch v2. 0.0,

BT 2R A T I BUTE S AR B B A S I
T 1100 skEFAEPIES YR Jr, 3 H Labelimg XJ
Jr iy B ARk DU i AT AR VE . Pascal VOC2012 $4iE 45
S TR E PR WL AT N REM AT E S LR AR
Yd wT IR S B RO B EAT SR IR e . Rk, AT LU
ZHTFR B SO N E] Pascal VOC 2012 BUiEfE . &
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KRR T Pascal VOC 2012 %4 4 v (1) — 2L 18] |-
R IARTE S 453 T IR R 12 255 ik, BiE R B v
1500 XA R 1 500 5K Uil 25 4 A 26 19 Le )
9+ 1, X — K A AL L R SR R 8 A 80 VAl BT
2 0 O O A UE S AR BT 55 b iy R RE . T
B, 2T Pascal VOC 2012 B4 5 19 5 B 2 ds 45 L iR g i 1
TIVECHE B2 (¥ 2 R MR i v L 3R e Y 12 AL g
3.2 FMEEAR

TE AR 3C S B A, il OF ¥ KS B E (mean average
precision, mAP) , #E#f 3 (Precision) Fl 49 [A] 3 (Recall) {F
VA 8 b o A BB Y S RE L B R EE BR RS A A
LU
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mAP = — > AP, (8)
n i
TP

P=4pTFp )
TP

" TP +FN (10

R
Horh, TP Fon BEALE 6 Hb U0 H AR ) K B9 8 FP
FR B RDRE R B R FARY) AR S F AR A B B FN
F R AR BE IE 5 b U5 H B F PR B n 2R SIEL.
3.3 KBEERSW:

WA 4 R BORET R B9 YOLOVS W 2% 852 84 A8 1)1 25
4 45 2% pR ORGSR X LI . YR IY epochs B 300,

-
o e e o - —

1 1 1 1 1
100 150 200 250 300
epochs

——— B YOLOVS — = = YOLOV5

P4 R TS 5 5 R RO A A X L R

B 4 A LA L R YOLOVS W 45 5580 1) 4] 4
PR 2 0.085, 7 45 100 % )5, 2 H T B F 24
0.035 2247, JFa TA2 € . MAEMEJH Focal-EioU Loss flifk
PR BREUT B YOLOVS [0 4846 1 i Wl A 451 2 (L 20 0
0. 06, 7E Y%k 100 fe )5, BRME FREF 2y 0. 03 247 . IF /T
FasE. XFUAWIEE K YOLOVS M4 1 #5154 T 2 i
DUPRS B2, 8 % P 3 Hb 8 L SEAE . 3 a3 Focal-EioU
Loss #7451 2% R B4, B0 JE 19 YOLOvS 19 4% 5 % R
15 T At Ak T 288 590 RSP A4 LB K B S T G 1) A A
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ISR 2 vh Wi SO B L BE RS E , DT 42 8 17 B B 1% A
KEZ

W 1R T RN A S 51 BB L KA [R] A
Yot & e x5 TR s R LA i AR B Bt T — R AH
FHHEAT T, A LI LR epochs #B S 300, Horp
“NTFRIRAE YOLOVS W48 BAI i BBl B A T %7 2.
MR 1 A LUE AR SR G YOLOVS P 48455 0 AH 4%
TR IR Y YOLOVS M 2% #5876 7 B ok o B2 42 71 7
11 1% MEBRET T 13%, HEREFT 11. 4%, FF 5
L TESIA EMO JG B0 5 AR BITE 4 Wide br B YA W3
WF. MAESI A Focal-EioU Loss £t 4k 4 2% ok BU5 , 5 9%
P40 B B2 A A T T R (ELR 8 S 920k L AR
TFWA 5 A Focal-EioU Loss BISLE 6, ¢ Jm B SL % 8 1£F
BIRBR R T T 5. 4% KRR AT 4. 9%, H K 4R
T 8. 9% kGl A Focal-EioU Loss A Ak 45 2 R 412
B[ P

1 HRIBER
F%5 EMO FocalEloU CARAFE mAPY% PY% R%
1 74.0  73.7 71.0
2 79.5  79.3 74.7
3 NG 73.2  73.6 70.0
4 N 74.5  77.9 68.7
5 0 NG 80.5 77.6 77.0
6 J 79.7 81.8 73.5
7 J J 77.4  76.0 71.4
8§ J J 85.1 86.7 82.4
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W 5 BT 7R S K I sk SR b L HorR R 5 Ca) S R R
YOLOv5 535, B 5(b) AR SCHMGHE R YOLOvS 5k .
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LRl S0 AL
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A T #E# YOLOvS 69 $hid

38 [F 5F oy ) Bk %514

TEE 5Ca) AT LLE B AR 19 YOLOVS BBk 7R Ak 7
H Ar 4 PR RS E Aw i R 04 10 1R A7 AE — 2 BBk R 7T
RE<x I U sy al R A A . AE 18 5 (b)) H AR STl Y
YOLOvS5 83 % 8 - 3 3 X 35X — ) A0, S B T % g 4k /)
H A5 4 AR 4 O A i BRI, 33 i ST UE B, A
SCHGH Y YOLOvVS 883k 78 52 B iz i 3 3% v B B 8 A 52
FHME AT SE

R T 2D B E A S B ) YOLOvS W 45 458 54 (1Y
PERE 75 A — 8045 4 L W] — e B A 55, Y2519 epochs 2R
300, PFARSLE AR YOLOVS M4 5 Faster R-CNN,
YOLOv3,YOLOv5 PL K YOLOvS % 33 H AR k6 I 5303 ik
77 SCE T He . S [ 4G 0 R 4% A0 280 o) HE S 86 45 SR 3k 2
FEs s NF 2 AT DL L B B9 YOLOVS R 45 458 8 75 4%
A5 T AR T H A S 3, B T T BORG A BE L M A R
A [ml 2, [R) s 4 R A I B 15 Wi 48 (frame per second,
FPS)2H 60. 7, SCHF PR 8 T 2ok . 385 X Hesc 58, ik —
SRR T ARSI B 3 YOLOVS W 2% #55 T 7E 9L 5 A
ARG DU AE 55 v 1 5 50t AR AR

R2 TEET M &R X LK

A 4% 455 TR mAP % P% R%
Faster R-CNN 73.5 75.3 70. 2
YOLOv3 77.6 78. 8 73.5
YOLOv5 74.0 73.7 71.0
YOLOvS 74.5 75.3 68. 4
MR YOLOVS 85.1 86. 7 82. 4

4 % it

AR T — R T UG YOLOvVS 89 B bR A I 5 2%
B, DL e 0 A2 0 T AT R I 0 AR, TE
YOLOvS P8 BERL 1) FEfilh L, X0 8 1 N 48 BT, 301 2% R
BT R U AT T AL . SIS R,
FEA SIS B R 4R b L Btk JS 0 R 4% B R AR 4 T R R H
o A ) O 2 A5 R T ST JA0KG A B TR 56 RN AT [T ARy T R A
KIUGHET: . [RIEE, B A0 46 I Y BRI Ek 2 T 60. 7. 45 &
R ST ISR 5 TR AR SCHR 0 Dy TR R B
TEACIH T 50 T BB P I AT 55 Hh IOAS T BT MR | g
577 R0 A2 = TR (Y G W R N ST L 3 5T R X
P HE Iy R, AN LE] DL YOLOVS #57 f PE g, 1 7T LU
Sk At E AR Bk A A PR S
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