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摘 要:针对飞行测试与航空发动机试验中传感器数据采集规模庞大、时间同步精度要求极高的问题,设计并实现了

一种基于网络化传感器的同步采集系统。该系统采用总线型网络架构,融合了节点内基于共享时钟的统一触发机制

与基于IEEE
 

1588的跨节点高精度时间同步技术,实现了多层级、高精度的数据同步,通过在总线型网络中集成基于

IEEE
 

1588的增强型时间同步算法,在全网实现了纳秒级同步精度。然后结合增强型时间同步算法,在整个网络范围

内达到了纳秒级同步精度。通过OMNeT++仿真和FPGA硬件测试验证,结果表明该方案在大规模分布式传感网

络中依然具备优异的同步采集性能,可满足飞行测试中对微秒级同步采集的严苛要求。本研究为构建高可靠性、多层

级大规模传感系统提供了理论依据和实践路径。
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Abstract:
 

In
 

view
 

of
 

the
 

large-scale
 

sensor
 

data
 

collection
 

and
 

extremely
 

high
 

time
 

synchronization
 

accuracy
 

requirements
 

in
 

flight
 

tests
 

and
 

aero-engine
 

tests,
 

this
 

paper
 

designs
 

and
 

implements
 

a
 

synchronous
 

acquisition
 

system
 

based
 

on
 

networked
 

sensors.
 

The
 

system
 

utilizes
 

a
 

bus-based
 

network
 

architecture,
 

integrating
 

a
 

unified
 

trigger
 

mechanism
 

within
 

nodes
 

based
 

on
 

a
 

shared
 

clock
 

with
 

high-precision
 

time
 

synchronization
 

across
 

nodes
 

based
 

on
 

IEEE
 

1588.
 

This
 

enables
 

multi-level,
 

high-precision
 

data
 

synchronization.
 

By
 

integrating
 

an
 

enhanced
 

time
 

synchronization
 

algorithm
 

based
 

on
 

IEEE
 

1588
 

into
 

the
 

bus-based
 

network,
 

nanosecond-level
 

synchronization
 

accuracy
 

is
 

achieved
 

across
 

the
 

entire
 

network.
 

Combined
 

with
 

the
 

enhanced
 

time
 

synchronization
 

algorithm,
 

nanosecond-level
 

synchronization
 

accuracy
 

is
 

achieved
 

across
 

the
 

entire
 

network.
 

Through
 

OMNeT++
 

simulation
 

and
 

FPGA
 

hardware
 

test
 

verification,
 

the
 

results
 

show
 

that
 

the
 

scheme
 

still
 

has
 

excellent
 

synchronous
 

acquisition
 

performance
 

in
 

large-scale
 

distributed
 

sensor
 

networks,
 

and
 

can
 

meet
 

the
 

stringent
 

requirements
 

for
 

microsecond-level
 

synchronous
 

acquisition
 

in
 

flight
 

tests.
 

This
 

study
 

provides
 

a
 

theoretical
 

basis
 

and
 

a
 

practical
 

path
 

for
 

constructing
 

a
 

highly
 

reliable,
 

multilevel
 

large-scale
 

sensing
 

system.
Keywords:synchronous

 

acquisition;time
 

synchronization;data
 

acquisition;OMNeT++
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0 引  言

  在飞机试飞测试过程[1-2]中,所搭载的传感器种类繁

多,采集的数据量庞大[3]。在这些测试环境中,确保各类传

感器在时间轴上的精确同步采集,对于分析物理量间的相

互关系和变化规律具有重要意义。尤其是在极端测试条件

下,传感器数据的同步性显得尤为关键[4]。精准的传感器

数据同步不仅保障了各系统信息的协调性,还为飞行器性

能评估、故障诊断及优化设计提供了科学依据[5]。在飞行

测试中,涉及到多个不同类型的传感器,如气压、温度、加速
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度、姿态等,它们的测量数据需要在同一时间点精确记录和

分析[6]。任何在数据采集过程中存在的时序误差,都可能

导致测试结果的不准确,进而影响飞行器安全性评估及性

能表现。因此,如何有效地实现多源数据的同步采集[7],确
保数据的时间一致性,已成为当前试飞测试领域亟待解决

的关键技术挑战之一。
在航空航天领域,总线型数据采集系统长期作为传感

器互联与数据传输的主要方式。典型代表包括
 

MIL-STD-
1553B、ARINC429、CAN

 

以及
 

PowerBus
 

等。这些总线结

构在工程实践中具有稳定性高、抗干扰能力强等优势,但在

大规模 同 步 采 集 场 景 中 也 暴 露 出 明 显 局 限 性。例 如,

1553B
 

与
 

ARINC429
 

总线带宽有限,难以支撑高频率传感

器数据的实时传输;CAN
 

总线虽然具备较好的鲁棒性,但
其基于优先级仲裁的访问机制在高负载下会产生不可忽略

的时延抖动;PowerBus
 

系统能够提供统一的电源与数据通

道,但其时间同步机制依赖额外的授时信号,在多节点、多
层级扩展时精度难以保持。总体而言,现有总线型采集技

术在带宽扩展性、纳秒级同步精度、跨异构系统互操作性等

方面仍难以满足复杂试飞任务的需求。
现有 的 时 间 同 步 方 法 包 括 NTP

 

(network
 

time
 

protocol)[8]、IRIG-B[9]、GPS[10]等。然而,每种方法都有其

自身的局限性。例如,NTP完全通过软件实现,在客户端

和服务器上运行,通常只能在毫秒级别实现同步精度。此

外,IRIG-B需要专用布线来传输定时信号,从而导致更高

的部署和维护成本。GPS依靠卫星信号进行时间同步,不
适合在地下或室内环境中使用。然而,在变电站网络同步

中,实现高精度同步至关重要。IEEE
 

1588精确时间协议

(precision
 

time
 

protocol,
 

PTP)[11]提供微秒级的同步精度,
同时确保跨异构系统的兼容性和互操作性。已在对时间同

步要求严苛的领域(如变电站网络)得到成功应用,并被认

为是实现高精度网络同步的关键技术之一,然而,如何将

IEEE
 

1588协议高效地应用于大规模、多层级的总线式传

感器网络架构中,并确保在整个系统中维持纳秒级精度,仍
是当前研究面临的挑战。

为应对上述挑战,设计并实现了一种基于网络化传感

器的数据同步采集系统,通过精准的同步触发机制与高稳

定性的采样时钟对齐方法,确保分布式节点在统一时间坐

标系下协同采集,以满足复杂测试环境下对时序控制与同

步精度的严苛要求。其主要贡献包括系统结构创新、增强

型时间同步方法以及全面的性能验证。首先,将采集系统

划分为同一总线网络节点内传感器之间的同步采集与不同

总线网络节点之间的同步采集两个层次。通过结合层次化

的同步机制与适配策略,实现了纳秒级同步精度的数据采

集系统。其次,引入了一种增强型时间同步算法,显著提升

了不同总线网络之间的同步精度,使其同步偏差控制在纳

秒量级。最后,通过仿真分析与实际测试,全面验证了所提

出同步采集系统的精度、稳定性与实用性,证明其可有效满

足高复杂度测试场景中的同步需求。

1 采集系统数据同步的影响因素

  在数据采集系统[12]中,实现高精度的数据同步是确保

测试结果时效性与有效性的关键。数据同步主要包括3个

要素:同步触发,即多个采集通道在相同的时间点启动采

集,确保采集起始时间的一致性;采样时钟同步,即采样过

程中各通道的时间间隔保持一致,确保数据采样的节奏一

致;以及数据补偿处理,当无法在采集阶段实现理想同步

时,需要通过后处理手段对数据进行时间对齐和补偿。
从系统实现角度来看,数据同步的本质在于构建统一

的时间参考,并对各节点的本地时钟进行实时校准。通常,
同步触发依赖于全局事件或由主节点发出的控制命令,通
过网络广播的方式统一启动各采集节点。而采样时钟同步

则更侧重于采样过程中的时序一致性,往往基于时间同步

协议(如
 

IEEE
 

1588[12-14]或自定义轻量级协议)来实现频率

与相位的双重对齐。
然而,在实际的同步采集系统中,同步过程不可避免地

会受到多种误差因素的影响,主要包括:1)时间戳采样误

差:即节点记录事件时间时因硬件延迟或时钟量化引入的

误差;2)报文传输延迟及其抖动:同步信息通过网络传输时

受到链路负载和时延波动影响;3)链路非对称性:上下行路

径延迟不一致会引发时钟偏移误估;4)本振时钟漂移:节点

内部晶振频率误差或温漂导致长期同步误差积累。
对于如飞机试飞等高复杂度测试场景,系统所采集的信

号类型众多,通道间存在强关联性,对同步精度提出了更高

的要求。为有效抑制上述误差因素,确保数据质量,“同步触

发”的精确性和“采样时钟同步”的稳定性成为数据采集系统

设计的核心环节。二者共同构成了高性能数据采集系统中

保障时间一致性、事件关联性与测量有效性的基础能力[15]。

2 基于网络化传感器的数据同步采集系统

  基于网络化传感器的数据同步采集系统,旨在实现系

统内所有传感器的统一、同步采集。为提升系统的可扩展

性与结构管理效率,本系统采用总线型网络架构,其中数字

传感器并非作为独立节点直接接入网络,而是通过总线网

络节点进行集中接入与管理。每个总线网络节点可挂载9
路传感器,设计为每节点挂载9路数字传感器。然后将总

线网络节点链接到总线控制器上,通过总线控制器来构建

整个网络,实现数据的同步采集。
如图1所示,系统的同步采集设计方案分为两个层次:

1)同一总线网络节点内传感器之间的同步采集:即在单一

网络节点下,多个挂载的数字传感器需要实现统一的采集

启动和采样时钟控制,确保采集数据在时间上的一致性与

可比性;2)不同总线网络节点之间的同步采集:由于系统中

存在多个网络节点,各节点分布式地管理不同传感器单元,
因此需要跨节点实现全系统级的数据同步机制,以保障多
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节点采集数据在全局时间参考下的一致性。
针对上述两个层次的同步需求,提出了相应的解决方

案:在节点内部,通过共享时钟与统一触发机制实现节点内

多通道同步采集;在节点间,通过具备高精度时间同步功能

的专用总线网络,结合同步执行策略,实现跨节点的高精度

数据同步采集。该分层次、模块化的同步设计方案可有效

提升系统的同步精度与工程可实现性,适用于大规模、高可

靠性传感采集系统的构建。

图1 基于网络化传感器的数据同步采集系统

Fig.1 Data
 

synchronization
 

acquisition
 

system
 

based
 

on
 

networked
 

sensors

2.1 同一总线网络节点的数据同步采集设计

  同一总线网络节点的数据同步采集,是指节点模块与

其挂载的数字传感器在时间上保持一致性。本系统采用

二线制连接结构,总线网络节点通过
 

PowerBus
 

总线与数

字传感器相连,其组合拓扑如图
 

2
 

所示。具体而言,各总

线网络节点之间首先通过时间同步机制建立统一时基,随
后系统下发同步采集指令,该指令经由总线网络节点转发

至其所连接的
 

PowerBus
 

总线。由于
 

PowerBus
 

总线具备

统一供电与数据传输的特性,同一条总线上的传感器能够

在极短时间内同时接收到采集命令,从而保证该线路上各

传感器的采集操作在时间上对齐。进一步地,借助分布式

总线网络节点间的高精度同步机制,不同节点之间的采集

时间偏差亦可控制在极小范围内,最终实现整个系统范围

内的高精度同步采集。

图2 智能传感网络二线制数字传感器组合

Fig.2 Two-wire
 

digital
 

sensor
 

combination
 

in
 

intelligent
 

sensor
 

network

  在该结构中,数字传感器以总线网络节点模块提供的

本地时间为统一时间基准,实现采集控制与数据回传。具

体的采集流程如下:

1)
 

同步采集命令广播:当启动数据采集过程时,总线

网络节点模块首先通过PowerBus广播一个“开始采集”命
令。由于采用二线制通信,所有挂载的数字传感器会同时

接收该命令。此时,网络节点模块记录系统当前时间为

T1,作为采集时序的基准起点。

2)
 

传感器响应与数据上传顺序控制:所有传感器在接

收到采集命令后即启动采集任务。假设系统挂载了n 个

传感器,编号为1~n,每个传感器在完成数据采集后会主

动向总线网络节点发送数据。然而,由于传感器共享同一

总线,不能同时传输数据,否则会引发总线冲突。因此,系
统为每个传感器分配一个依次发送数据的时间窗口。具
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体地,第i个传感器的数据发送时间为:

Tci =T1+i·Δt (1)
式中:Tci 表示第i个传感器发送数据时间,Δt表示统一设

定的传输间隔时间。通过此方式可避免总线冲突,同时保

障数据采集时间的可计算性和序列化。

3)
 

数据同步的实现与误差分析:总线网络节点模块可

根据各传感器的编号与系统时间T1,结合已知的传输延时

Δt,还原每个传感器的实际采集时间,从而完成数据的同

步重建。
需要指出的是,该方案虽可实现逻辑上的同步采集,

但仍存在一定的时间误差来源,主要包括:1)命令传播延

迟差异:由于数字传感器在总线中的物理位置和线路长度

存在差异,采集命令的接收时间会略有不同。但经实测,
该延迟实测为纳秒级,与其他误差源相比影响极小,在本

方案中可初步忽略。2)传感器启动与采集的不一致性:各
传感器在接收到命令后,其响应时间、采样电路启动时间

存在微小差异。为简化系统处理,统一规定各传感器以固

定间隔进行数据上传,可能带来微量采集时间误差。但由

于此延时为可控变量,且已纳入系统模型,可通过补偿或

后处理手段(如相关的滤波算法、补偿算法)进行修正。

2.2 不同总线网络节点的数据同步采集设计

  尽管单个总线网络节点能够实现所挂载传感器的数

据同步采集,但在实际应用中,尤其是在如飞机试飞或航

空发动机试验等大规模测试场景中,单节点可接入的传感

器数量有限。为了满足系统级、多源同步采集需求,需通

过多个总线网络节点协同构建分布式传感采集网络。因

此,如何实现不同总线网络节点之间的高精度同步采集,
成为系统设计的关键问题。

图3展示了提出的不同总线网络节点的数据同步采

集架构。在该架构中,所有总线网络节点通过一条具备高

精度时间同步能力的专用总线控制器互联,形成统一的时

图3 分布式总线网络节点架构图

Fig.3 Distributed
 

bus
 

network
 

node
 

architecture

  间域。只要该专用网络实现了全网时间同步,即可在不同

网络节点之间构建同步采集能力。
为满足飞行测试中对时间同步精度优于1

 

μs的要求,
提出在专有总线控制器中引入基于IEEE

 

1588协议的高

精度时间同步机制。IEEE
 

1588具备纳秒级的同步能力,
该协议通过主从时钟之间交换时钟信息,时钟通过Sync、

Delay_Req、Delay_Resp
 

这3个报文获得时间戳信息。根

据式(2)和(3),从时钟计算时钟偏差 Offset与网络延迟

Delay,然后调整自己的本地时钟[15]。通过该协议对整个

网络进行时间同步,可确保网络中所有节点的时间一致性

达到纳秒级,从而为高精度同步采集提供保障[16]。

Offset=
(ti3+ti2)-(ti1+ti4)

2
(2)

Delay=
(ti2-ti3)+(ti4-ti1)

2
(3)

式中:Offset表示从时钟计算时钟偏差,Delay表示从时钟

计算的网络延迟,ti1、ti2、ti3、ti4 表示PTP协议获取的时

间戳。
在完成时间同步后,各总线控制器可采用内部时钟源

驱动的周期执行机制,实现跨节点的数据同步采集,具体

流程如图4所示。具体方法如下:

1)
 

在全网时间同步的基础上,每个总线控制器利用其

通过PTP同步后的本地时钟生成高精度时间计数器GT_

counter作为统一时间轴;

2)
 

设定一个统一的采集启动时间点T1;

3)
 

指定周期执行的时间间隔 T2,假设采样频率为

10
 

kHz,即周期为1
 

ms;

4)
 

启动“同步执行功能”,各总线控制器将从时间T瘙

盭开始,以周期T2 输出一个10
 

kHz的周期方波信号(据调

研大部分常用传感器的采样频率均小于10
 

kHz。而且该值

是可以根据传感器采样频率进行修改的,不是固定的);

5)
 

每个总线控制器根据方波上升沿触发采集命令的

发送,实现跨节点一致的采样调度。
该方法通过将时间同步与采样控制进行解耦,以周期

性输出信号实现分布式节点之间的统一采集调度。其同

步精度取决于各总线控制器内部GT_counter与全网时间

同步的一致性。
为了 实 现 多 级 级 联 网 络 下 的 高 精 度 时 间 同 步,

文献[17]在IEEE
 

1588协议的基础上进行优化,提出了一

种增强型的时间同步算法,该算法的核心思想是“预测与

补偿”,即利用上一周期的时钟偏移量来预测并提前校正

当前周期的潜在偏移,从而实现更精细的同步控制(如
式(4)所示)。该算法可以将网络的时间同步精度保持在

纳秒级。为此,采用该算法去实现专有网络的时间同步。

cnt=
t(i+1)2-ti2

offset
(4)

式中:t(i+1)2 表示本轮从时钟接收Sync消息包时的时间,
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图4 内部时钟源驱动的周期同步执行

Fig.4 Cycle-synchronous
 

execution
 

driven
 

by
 

an
 

internal
 

clock
 

source

ti2 表示上一轮从时钟接收Sync消息包时的时间,offset表

示上轮所计算的主从时钟之间的时间偏移。
该优化方法可在多级网络中实现±50

 

ns的对时精

度,结合本方案中的调度控制逻辑,跨节点采集误差基本

可限定在±50
 

ns以内。此外,系统架构不受限于网络节

点之间的拓扑层级,即使存在跨层传输,不同节点之间采

集时间误差也不会显著放大。该算法在理论上可将多级

网络中的同步精度维持在纳秒级远低于飞行试验系统对

微秒级同步的要求。
综上所述,本研究提出的“专用总线网络+周期同步

执行”方案,在保障结构灵活性的同时,可实现高精度、高
可靠性的跨总线节点数据同步采集,满足复杂分布式测试

系统对时间一致性的严格要求。

3 实验验证

  由于提出的同步采集系统高度依赖于整个网络/系统

的时间同步精度,为了更全面地验证其性能,首先基于

OMNeT++(objective
 

modular
 

network
 

testbed
 

in
 

C+
+)构建了仿真环境,对系统的同步精度进行了模拟测试

与评估。

OMNeT++是一个强大而灵活的仿真框架,用于构

建和模拟离散事件仿真模型。它能够模拟多种网络环境,
包括有线网络、无线网络、传感器网络和移动网络,并支持

对协议栈进行详细仿真,如 TCP/IP和 MAC层协议等。
搭建了如图5所示的精心设计的仿真环境,主时钟、从时

钟A~G,形成分层级联结构。

图5 OMNeT++
 

搭建的时间同步仿真模型示意图

Fig.5 Schematic
 

diagram
 

of
 

the
 

time
 

synchronization
 

simulation
 

model
 

built
 

with
 

OMNeT++
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  其中主时钟通过从时钟 A、C、E、G形成级联主干链

路,而从时钟B、D、F分别是A、C、E的下一级节点,模拟了

分层网络结构系统中引入时间偏移观测模块,用于实时监

测各从时钟与主时钟之间的时间偏差。具体的仿真参数

如表1所示,其中主时钟被设置为完美时钟,即不会受制

造工艺、环境温度或晶体老化等因素影响导致误差累积。
从时钟则采用带噪声的设置,并使用libPLN库提供高效

生成幂律噪声(PLN)实现该功能,这种类型的噪声在晶振

中常见。在仿真过程中,配置了时间偏移观测者模块,该
模块记录两个时钟之间相对路径和时间间隔信息。在运

行过程中,该模块定期查询两个时钟状态,并将它们之间

的差异显示在用户界面上以便实时监测和跟踪情况,有助

于研究人员进行后续分析与评估。
图6展示了在20~40

 

s时间区间内,1~4跳设备相对

于主时钟的时间偏移情况。由图6可知,整个网络的时间

偏移始终控制在±50
 

ns以内,且随着跳数的增加,时间偏

移呈现出逐渐增大的趋势。这一现象主要源于每一跳所

引入的时间误差累积效应,从而导致整体时间同步精度有

所下降。尽管如此,整个网络仍能够维持在纳秒级的同步

精度,充分满足提出的系统性能需求。
表2展示了各总线控制器在100

 

MHz时钟频率下

20~100
 

s的时间内,同步精度统计结果。结果表明,随着

  

网络跳数的增加,节点间的时间同步精度虽有一定下降,

  
表1 仿真参数设置

Table
 

1 Simulation
 

parameter
 

settings
参数 设置

主时钟晶振 100
 

MHz,完美时钟

从时钟晶振 100
 

MHz,含有噪声

监测间隔 1
 

ms
同步消息发送间隔 0.015

 

625
 

s
传输链路带宽 250

 

Mbps
传播延时 10

 

ns
链路长度 2

 

m
发送节点的处理延时 176

 

ns
 

+
 

random
 

(0,4)×10
 

ns
接收节点的接收延时 76

 

ns
 

+
 

random
 

(0,1)×10
 

ns
初始主从时钟偏差 2

 

ms
主从偏差统计开始时间 20

 

s
主从偏差统计结束时间 100

 

s
时间戳分辨率 10

 

ns
同步报文类型 Sync/Delay_Req/Delay_Resp

  注:1.发送节点处理延迟中,random(0,4)表示每次会

随机取0~4之间的整数;2.接收节点处理延迟中,random
(0,1)表示每次会随机取0~1之间的整数。

图6 20~40
 

s的从时钟A、C、E、G与主时钟的时间偏移

Fig.6 Time
 

offsets
 

of
 

slave
 

clocks
 

A,
 

C,
 

E
 

and
 

G
 

relative
 

to
 

the
 

master
 

clock
 

during
 

20
 

to
 

40
 

s
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表2 各从时钟在20~100
 

s仿真时间内的同步误差统计

Table
 

2 Synchronization
 

error
 

statistics
 

of
 

each
 

slave
 

clock
 

in
 

the
 

simulation
 

time
 

of
 

20~100
 

s ns
设备 最大值 最小值 平均值

从时钟_A 30 -20 8.58
从时钟_B -30 40 8.62
从时钟_C 40 -40 11.52
从时钟_D 30 -40 26.13
从时钟_E 40 -30 6.53
从时钟_F 50 -50 13.50
从时钟_G 50 -50 13.88

但整体依然维持在纳秒量级的高精度水平。具体而言,比
较从时钟_A与从时钟_C,或者从时钟_C与从时钟_D,可
以发现,它们之间的时间偏差相差大概±20

 

ns;在第4跳

的设备中(从时钟_F和从时钟_G),系统仍可实现不超过

±50
 

ns的时间同步精度。
接下来,构建了一个实际的测试网络,并基于FPGA实

现了总线控制器的核心功能,所用晶振频率为100
 

MHz。
其中,FPGA的型号是xilinx的xc7k325t-3ffg900i,晶振

所采用的是北京晨晶的ZPB-26-80-V3。为了便于后

续使用示波器进行监测,将同步采集信号引出至电路的专

用管脚,其示波器的所使用的是RIGOL普源数字示波器。
具体的逻辑设计细节如图7所示。最终,通过高精度示波

器对所提出的同步采集方法的精度进行了验证。

图7 FPGA
 

逻辑设计流程图

Fig.7 FPGA
 

logic
 

design
 

flow
 

chart

图8显示了采集系统发送同步采集指令时,总线控制

器所输出的同步采集触发信号。从图8可以看出,各控制

器之间的时间偏差均未超过50
 

ns。测试结果表明,总线控

制器之间的同步采集精度优于50
 

ns,能够满足机载测试系

统对同步采集精度的要求。这一实测结果(<50
 

ns)与仿

真结论(<±50
 

ns)高度一致,共同验证了本方案在实际应

用中的高精度与可靠性。

图8 示波器实际采集的8个不同总线控制器输出的同步

触发信号波形图

Fig.8 Waveforms
 

of
 

synchronous
 

trigger
 

signals
 

output
 

by
 

eight
 

different
 

bus
 

controllers
 

captured
 

by
 

the
 

oscilloscope

基于上述性能表现,进一步分析该系统在大规模应用

场景中的可扩展性。假设一个总线控制器作为从时钟节

点,可下挂多达15个网络总线节点或总线控制器(这是由

于一个总线控制器的总线负载能力为15个),1个网络总

线节点可挂载9个数字化传感器,则通过四级网络级联拓

扑,系统理论上可接入上万个传感器,构建大规模分布式

同步采集网络。在此拓扑结构下,任意两个网络总线节点

之间的最大时间偏差不超过±50
 

ns,而在单一总线节点下

的传感器之间,由于二线制传输引入的微小延迟,其同步

时间偏差通常控制在200
 

ns以内(该偏差值是通过综合考

虑导线传播延迟、总线长度、信号转换时间以及设备处理

延迟等多种因素计算得出的,是理论计算值。假设总线长

度为2
 

m,导线延迟约5
 

ns/m,则延迟仅为10
 

ns)。
综上所述,提出的同步架构不仅具备良好的拓展性和

工程可实施性,更能够在大规模、深层级网络结构中保持

优异的时间同步性能。该方案完全满足飞行测试系统对

微秒级同步精度的严苛要求,为高可靠、高分辨率的飞行

测试数据采集提供坚实的技术支撑。
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4 结  论

  针对飞机试飞测试及航空发动机试验测试过程中所

面临的试验数据规模庞大、同步精度要求极高的技术挑

战,提出了一种基于网络化传感器的数据同步采集系统设

计方案。该系统综合采用同一总线网络节点内的数据同

步采集与不同总线网络节点间的数据同步采集两种协同

机制,通过引入高精度时间同步算法,实现了在大规模分

布式传感器网络中的纳秒级同步采集能力。实验结果表

明,所提的方法整体同步精度达到纳秒级,完全满足飞行

测试系统和高动态复杂测试环境对微秒级甚至亚微秒级

时间同步精度的严苛要求。为未来复杂系统中的多节点

协同测试与数据融合分析提供了坚实的技术基础。
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