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Lightweight super resolution network based on spatial-frequency
feature modulation

Gu Yuzhou' LiJiao' Guo Aiying® Wu Haochen' Lu Junyu'
(1. Microelectronics Research &. Development Center,School of Mechatronic Engineering and Automation, Shanghai University .

Shanghai 200444, China;2. School of Microelectronics, Shanghai University, Shanghai 201899, China)

Abstract: To overcome the limitations of existing Transformer-based super-resolution models, which rely on self-
attention mechanisms and face challenges in computational complexity and local detail capture, an optimized lightweight
super resolution network is proposed. The network aims to efficiently utilize global, non-local, and local features for
enhanced reconstruction. First, a spatial-frequency feature aggregation layer, incorporating dynamic strip attention and
unbiased dynamic frequency awareness, is used to capture global and non-local features, ensuring that the network can
effectively recover image feature. Then, to ensure the restoration of image details, a local detail enhancement layer is
constructed to encode local context and perform channel mixing. Finally, multiple spatial-frequency feature modulation
blocks progressively extract features and perform up-sampling reconstruction to produce the final super-resolution
image. The proposed algorithm was benchmarked on five public super-resolution datasets, including Setl4, BSD100,
and Urban100. Under the X 2 reconstruction, it reduces FLOPs by 24.2% and requires a smaller training dataset
compared with ShuffleMixer, another lightweight super-resolution network, while attaining gains of 0. 54 dB in PSNR
and 0. 0055 in SSIM on the Urbanl00. Experiments show that the proposed network excels in lightweight super-
resolution tasks, achieving a good balance between performance and complexity.

Keywords: super-resolution;convolutional neural network;large kernel attention;f{requency learning
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M4 M 4% (convolution neural network, CNN) [ SISR ¥
4% SRCNN LUK, th L T 24 75 0 3 8 3 SISR Jr i
ARk, R R 22 A2 e EL R 1 BE R B Y SRR B AR L A
A SRR 3 1A Transformer A7 BT (04 B 12 35 1 HLHI
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FE 455 AL bR R 7 4 T B BRI T — Rl s 20 S T T 4 B
B2 SR RV X SR AL TR TR CR FAR I
5 AR FHRZ B2 R, MR 2 R BT S0fFE
BRI E e b 50T 0B RUR A Frig Tt .

BEXE LA IR, A SCHR T L 2SR AR A ) e
(spatial-frequency feature modulation block, SFFMB) & 3
1A B i B GO 2 P R ) 4% SFFMNet,  H: mv 0 23 B B AiF 38
£ )2 (spatial-frequency feature aggregation layer, SFFAL)
FFH KAZTT 73 85 4 AR5 R SRR A R 3h 28 2w T 0
(dynamic strip attention, DSA) 47 IE Jay 3 4EAE $2 B, [6] i
fE FET 2R 4 (4 M0 4R 2 8] b R FIT 42 1) JC A 22 31 285 05 4k
J& Cunbiased dynamic frequency awareness, UDFA) A4
ST RIL . 25l A S AR S AL
FE I JR) FB 40 15 48 58 )2 (local detail enhancement layer,
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1.1 MELEH

JIT B 8 190 35 T 233 R I 98 1) e e O 4 P R I 4%
SFFMNet WA 1(a) s, HEFEH SFFMB FHE RN 3
T TR N AR N A7 T FE L R4 R T £ 4> SFEMB 2% 156 1)
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) o 25 A% 8 RN R T I R A AR P . IR AT ROR A .

N, = LN(X) 4D
7 = SFFAL(N,) + X 2
N, = LN(Z) (3)
7 = LDEL(N,) +Z 4

Hofr, LN fRRES i At 4720 —14k, SFFAL ()
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Fig. 1 Overview of SFFMNet

—
Lys x
£
S—=3
(72}
i | o
o o E %
2 [~] —
| SHE R
g g
=}
=1 o2 O
> X
Sz
2
= O

(a) DSABLHA B
(a) The DSA module

Conv 1x1

(c) BRI RZEM

(c) Vanilla large kernel convolution

(b) LSK AR
(b) The LSKA module
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Overview of the DSA module
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H 5 LSKA g5 &7 — i LU B DSA, i 2(a) i . LA
5 43 9 A AN T LR FHAS () 32 W R SR Bk S B
WA AIWE .

ELRSR UL 7E DSA & B85 B0 3L 1 S i 3¢ 3
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T N 4T DL IO RS R R AE DA 3R AR
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Y = Conviy 1y (Conviviygr, (Fi)) (D]
Y = DConv ] Xl(DConvIX [t Y (8)
Att = Conv, (Y) 9
Z = Attt xY (10)

Hr, F, 5Y 550 LSKA B A 5% 1, Conv,.,
KB EER, Au REFBHEL,ZMERA MRS, Z
Jo T4 DSA RS2 1 X 1 B B4 IF PR 5 1T 1
5 iR Ak DR B A 8] 56 R AR A F 4 B8 553k A 25 )
L RS N A R s e V1 RE =W 3 IR G e e he g ]|
HE I E N Sigmoid BRCK AR HUEE A4S DSA R 3 18 AL

B, ZE AR
Y, = Conv,. (Fpsy )-Y, = Convyy (Fpey ) (1D
Y = Concat (Y,.Y,) (12)
Y = Concat (P, (Y ).P,..(Y ) (13)
Yisa, »Ysa, = Split (6(Conv:.. (YD) (14
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G P EREWIEEIIRIEY o GG SR Z, N R iR



R F R T EHAA AR AR 52 BA 5 P F M %R

5524 W

A F FEEEY M

Y = Conv,, G},{’USAI +§}1§',,5A/\2 )

Z, =F=*Y

2) T M 25 3 25 TR

AR SCH ) T 22 30 25 AR 8 S AILTE T - A HG Al AR
TAEH 0 FFC 5 FFT-ReL.U " 45 48 BUR 4l L4 107
TG SR AR 14 B4~ I8 3 43 0 i S HRORT R A L
FH s A5 FRUR 15 R0 18 174 4 38 2 ' BOROHE 52 35 A0 g i 2 18 /Y
e, MRS BRI T B0 25 () 45 0 FUARRAE 28 o2, PRIt
AR SCHG AT AIE (14 5238 5 1 S B 8 5 o AR [) 199 4 FRRE ok
AT AR . LA . Sy T A A% b i BRI R A R 4 A5 3R Ry
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R R R AR G Y A B TS AL EAR B A
(spectrum position information embedding, SPIE) it > {457
A RO TR AR A R L R T OB 3 A s
(spectrum dynamic convolution, SDC) 3 X 4% 551 % 43 1 gE 17
AN (728 e LA KGR AR 00 RTE M . BRI T S 0 B R A
{14 76 Dt 2 3h AR T CUDF A A, &l 3 BT 7w
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(15
(16)

Conv 1x1
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T - e

3 UDFA itk
Fig. 3 The UDFA module
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A FFE S R UGR A B SCRY P LD B, I 3 BT .
SPIE DAVR B2 45 BRI AT #8115 3% 22 AR LA 3R A% 4 &5 07 1
L IR A QD) R,

Fspir = Fe + DWConwvy.; (F) an

Hrfr, Fepr 0 SPIE S ZE R, Fo IS BB
F2 )5 RFAE

SDC W 46 L i & FL Y Softmax #EEIK L 3h & R
coefficient, s+ scoefficient, »i% % B0 5 X N 17 % FL A% AH T
J5 s AR R — R AT 2 3] 1Y 4 FRAZ L X 60 4 TR AR O o
WA Y SE PR B R S A, T AR R

fua = 2("U¢ﬁz('3nf?'l' X conwv; (18)
i=1

Fspe = fui" (Fspi) (19

Forbs woo 23 SRS B b e s f 0 AR BT
BB Fac 9 SDC fi i B9Z5 58
1.3 BiETHIEEE

Y A B SRR AR R R (SFFALD I 5 T 4l 41 42
JRnfE B L R 2 X RGBT O AR BE D . PR A SR

TRy ER A 1G5 2 (LDELD 2 S 81 25 38 38 A2 5.1 W] B X5 JRy
TARE AT A, BB W A FEN 8= 25 (| 48 % E i
{5 B4 HL 3838 A7 A8 KB IUAT R B 2 SCR T 3640 5 AR
578U FEN #5147 7 ok,

WE 1(o) fiz~  LDEL 1 Jei#E 178050 6 B B FR0E 43
(Fy,Fi)y W4 % Fr fH—4 545 3X3 BB GELU
P AL REE P i R ERAE B . RS . & A B FLY M FL
WAE SR EPF . A GELU /Y 1 X1 BT 5
E B A H [FI BT R AR AE 4R B R RS ], 2 JE N ARAE i
U4 BRI R 5 Y 45 A B o o S R4 X, AN
X'l X7 Gt —4 3X3 WEBBM GELU DLt — 4
b JRAARAE . R, X M X, B TR REM S, &
Ja A 1 X1 BB JFRIE4E . LDEL f DL gk 3%
RN

X’ = GELU(Conwv,,.,(PConv(F%))) (20)
Y =X, « DWConv(X',), X' =[X',,X’,] ¢2D)
Ziow. = GELU(Conv,., (YD) (22)

Hop, FL 2 LDEL 894 AFRFAEIET . [+, « ] on il iE 7
), PConv(+) RRFATHB, DWConv(+) FRIREH
BLHAITTR RS, @@ ESHAELRE,
LDEL 7E {7 §3 825 B0 [ B 98 20 T 4%, i 4k T 38 3 2 &
M TE AR , BRI T T I ROR I 5 A A B Y
T8t 0 265 4 L0 A A 3 M RE

2 SH5ite

2.1 TWHEESIHAE

D R4

W45 R F DIV2K #od 8£1 UI1 25, O 76 & 1 A I ik 42
bk AT I Al AL S Set5. Setld, B100. Urbanl00 £l
Mangal09. Al B, SR ER B 4 2 YCbCr B 64,75 [H] ,
FETE RS Y 3838 33 PSNR FI SSIM, RLiFAG % & 1K
B,

2) Ik

FEN Sl F v, %I 25 48 AR BE HIL B BY S K/ 64 X 64
WG B, I X LR EIG E 47 Bl LK ST B0 9% R0 e % 16 by 5
AYNGb A . AT LI AR 45 8 4~ SFEMB 2% B¢+ 1%,
SKH L1 Loss M FET Loss 4 W1 B A 5 5% bR £00E 171 2%
It Adam fRALERSEATHEAL, B, = 0. 9.8, = 0. 99, PILA
SN 5X 107 F/ N2 RN 1< 1070, It A i%R k
MG HEAT R R . T S Y kAR Ik B Bl 600 000, i
5 ¥ ¥ 7E NVIDIA GeForce RTX4070 GPU I fii /]
PyTorch fEHLHEAT,
2.2 S5E#FAENLR

D &

AT 41 PE AL SFFMNet 09 g, A 358 SFFMNet 5
TR FEET CNN 19452k SR 7% L iR 53 3£F Transformer
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LAPAP*" [FDIWN*' IMDN*/ ([EDSR""' 5§ ESTR™', # 1
JER T SRR A X F X 2. X3 F X4 ORI 71 58 B

FUREEE SR L MR H T T 6 I 2R 4 LS B (=

Params) AV 1542 B IR EL (£ FLOPs) .

x1 FAEHBEL, I TFHAEER 2.3 7 4 B)FH PSNR/SSIM £ R
Table 1 Average PSNR/SSIM for scaling factors 2, 3, and 4 across the various datasets

N . 2 # Params # FLOPs Set5 Setl4 BSD100 Urbanl00 Mangal09
fi5 R ik Bl S /K /G PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM  PSNR/SSIM
SAFMN DF2K 228 52 38.00/0.960 5 33.54/0.917 7 32.16/0.899 5 31.84/0.925 6 38.71/0.977 1
ShuffleMixer =~ DF2K 394 91 38.01/0.960 6 33.63/0.918 0 32.17/0.899 5 31.89/0.925 7 38.83/0.977 4
LAPAP DF2K 548 171 38.01/0.960 5 33.62/0.918 3 32.19/0.899 9  32.10/0.928 3 38.67/0.977 2
v FDIWN D2K 629 — 38.07/0.960 8 33.75/0.920 1 32.23/0.900 0 32.40/0.930 5 38.85/0.977 4
IMDN D2K 694 132 38.00/0.960 5 32.63/0.908 8 31.53/0.892 0 29.88/0.902 0 36.67/0.969 4
EDSR D2K 1370 316 37.99/0.960 4 33.57/0.917 5 32.16/0.899 4 31.98/0.927 2 38.54/0.976 9
ESTR D2K 678 1116 38.03/0.960 0 33.75/0.918 4 32.25/0.900 1  32.58/0.931 8 39.12/0.977 4
SFFMNet(Ours) D2K 444 69 38.10/0.961 3  33.82/0.919 6 32.25/0.900 1 32.43/0.931 2 38.94/0.977 6
SAFMN DF2K 233 23 34.34/0.926 7 30.33/0.841 8 29.08/0.804 8 27.95/0.847 4 33.52/0.943 7
ShuffleMixer =~ DF2K 415 43 34.40/0.927 2 30.37/0.842 3 29.12/0.8051 28.08/0.849 8 33.69/0.944 8
LAPAP DF2K 594 114.4  34.36/0.926 7 30.34/0.842 1 29.11/0.8054 28.15/0.852 3 33.51/0.944 1
FDIWN D2K 645 51 34.52/0.928 1 30.42/0.843 8 29.14/0.806 5 28.36/0.856 7 33.77/0.945 6
IMDN D2K 703 72 34.36/0.927 0 30.32/0.841 7 29.09/0.804 6 28.17/0.851 9 33.61/0.944 5
EDSR D2K 1555 160 34.37/0.927 0 30.28/0.841 7 29.09/0.805 2 28.15/0.852 7 33.45/0.943 9
ESTR D2K 770 835 34.42/0.926 8  30.43/0.843 3 29.15/0.806 3  28.46/0.857 4 33.95/0.945 5
SFFMNet(Ours)  D2K 449 31 34.54/0.928 5 30.55/0.844 0  29.18/0.806 5 28.38/0.853 6 33.80/0.946 1
SAFMN DF2K 240 14 32.18/0.894 8 28.60/0.7813 27.58/0.7359 25.97/0.780 9 30.43/0.906 3
ShuffleMixer ~ DF2K 411 28 32.21/0.8953 28.66/0.782 7 27.61/0.736 6 26.08/0.783 5 30.65/0.909 3
LAPAP DF2K 659 95 32.15/0.894 4 28.61/0.7818 27.61/0.736 6 26.14/0.787 1 30.42/0.907 4
FDIWN D2K 664 28 32.23/0.8955 28.66/0.782 9 27.62/0.738 0 26.28/0.791 9 30.63/0.909 8
IMDN D2K 715 41 32.21/0.894 8 28.58/0.781 1 27.56/0.7353 26.04/0.783 8 30.45/0.907 5
EDSR D2K 1518 114 32.09/0.893 8 28.58/0.7813 27.57/0.7357 26.04/0.784 9 30.35/0.906 7
ESTR D2K 752 298 32.19/0.894 7 28.69/0.783 3 27.69/0.737 9  26.39/0.796 2 30.75/0.910 0
SFFMNet(Ours)  D2K 456 18 32.33/0.896 5 28.73/0.784 5 27.64/0.738 8 26.32/0.784 5 30.72/0.911 5

JF 4R 3 SFFMNet 76 0T A B fESUE 5 H it Re 81k
FH A CNN J5 . 6] 41, ¥£ Urbanl00 %% #5 % I,
SFFMNet 8 /b (i 2 %0, FLOPs 5 ¥ % 19 Y1 45 i A LA
0.33 dB 5 0.03 dB ML HE M T LAPAP Hl FDIWN, Xf
F SAFMN 5 ShuffleMixer iX % 5 /] (1 # %1 , SEFFMNet
DI S50 FLOPs A AU 43 31 HUAS T 0.59 dB #
0.58 dB AU PEREHR F+. X EE4F 35 T SFFMB B 9 3k )5
HREALER Sy . 734b . 7E 5 Transformer W 45 (X5 b, B £
F55 ESTR & RIFERERY IR BF, 7E X 2, X3 5 X4 Mtk A
T b B4y B A B FLOPs Y ESTR 19 6. 18%.3. 71%
5 6. 0420, X UE BT T AR SCAT 4 09 2 JURRAE 3R & 2 16 18 4%
PERERE LA M F BOAR S b 3 B T T AL
WRMITEE S,

2) M

BT 8 VPG T H B 09 5 ik AT — 2 R s
BT RRARZE S, T 4 R T 058 A I 45 1 L A SCHR e
TRFER T4 T T 48 0 I A 1 22 7 T L 3 M A vk T A
FEOR Ak 52 8 /b, 5l 4, #F Urbanl00 #9 img011 &%
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SFFMNet 7] LUK B8 £ 1) (i 0T 4 AT B4R . #E img097 o,
SFFMNet JLF- & J5 T 3 b 82 57 JIr A 19 % 4 FL 4540 1R .
1 Setld Y barbara B4 b, LA T bk ¥ ICA IE 8 09 K & Sk
My 8CE, 1 SFFMNet 8 TR 2 MBEE., XIFELT
SFFMNet 7¢ 2= WA 58 5T 3t 7 T 22 00 4, JFUE B T 4 3038
S I A AR AR AT I 3 R AR 8 ] PR O R A R
2.3 ZIWHERENW

Je 3B U3 5 (local attribution map, LAM)Y™ 1
AR ABREESERALE T Z 0 225 .
WAL, 43 S BT e 50k A3 A R rh B AR AR M 3 A AR A
AT LAM 3, 43 32 5 i BB SAFMIN, rh 45 4 4
ShuffleMixer #l IMDN, [ 5 B/xR T LAM H R4 RIH
FRyE T AR B B4 B (diffusion index, DDAH , 5 & £ DI
HFRRBIRIGEW R R R E . B as RERW, A
oy P 2 1T AR R B 22 9 3R Jm 15 B DA S 3 ok 1 1 IR

BG4, A S0 R AE B 5 L ) 2 5 % B (power
spectral density, PSD) i B X R B 04T T 7 R, ani&l 6
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Fig.4 Visual comparison results in detail regions of images from the Urbanl00 and Setl4 datasets
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Fig. 5 Analysis results of LAM maps and diffusion indices
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Fig. 6 Analysis of feature maps and corresponding power spectral density

2.4 GHELIIE
AFTRE BB 0 AT T I T s 5T LA AT
FVVEAS BT 45 A AR R . Al AR TAESEF X4 19
SFEMNet #5835 47 i A4 14 fll S5 46, 304 F DIV2K $5045 4 i
ISR, RO AT L4, TH R ES RN 3R 2 s, 4300 4
Set5,Urban100 1 Mangal09 $048 & kA7 RETEAS .
LDEL #3812 245 38 18 28 1AL 38 55 =5 30 20 5 43 442 £
F1. KB B R 3 Urban100 #4445 PSNR {H TR 0. 31 dB;

xR2

SFFALF#i i & 3PSD

IDEL )% t & FPSD

SFFAL 838 i 25 45 3 RR AT fil & DA 3 e B 3845 2. 2%
HJG f# Set5 Ml Urban100 19 PSNR 43 5 #8 % 1. 76 dB Al
0.53 dB; UDFA 3 ity 451 588 4b 3 84 5T (& SPIE 5 SDC 4
) T8 Ao J N7 4 SR A SR AR A P O Ak R AR Rk, 2 R i A
> SDC 44K FFT-ReLU M 3 H A 438 9238 5 1 35
fif, BERIAE Set5 A1 Urbanl00 BYVERE i 2B 4k, S256 80 iE
UESE T A A 5 4% SCHR MY 0% 400 3R AIE A 38 O vk R RRAT
L B

W EhSCIR B 7R R B 7E Set5 1 Urban100 kX4 B4R

Table 2 Ablation-study configurations and their X4 results on the Set5 and Urban100

S e As 4k # Params # FLOPs Set5 Urban 100
DSA SPIE SDC LDEL /K /G PSNR/SSIM PSNR/SSIM
w/o LDEL J J J 381 13.8  31.95/0.8920  26.01/0.775 2
w/o SFFAL J 93 5.2 31.47/0.883 7  25.79/0.766 9
w/o DFA J J 164 9.0 32.11/0.894 4 26.05/0.781 0
SPIE4+FFT-ReLU  +/ N FFT-RelLU J 281 12.9  31.81/0.884 2  25.64/0.7650
w/o SPIE J J J 445 17.7  32.27/0.896 1  26.28/0.783 8
Baseline N J NG N/ 456 18.0  32.33/0.896 5  26.32/0.784 5

3 % it -

ASCERI T —F T 5 A B IR ) PR Y 25 AR
LR R 2% SFFMNet, 5 75 = 20 52 306 B4 R 00 8

M 4 £ B £ 4> SFEMB B e 9 64 %, B — 4
SFFMB #5535 5% 1 1 4 Jay 51 J5) 36 9 48 AF 48 00K we , f 55
JOT #EATIE R I 1 SFFAL 55 #8185 B393R 1Y LDEL
B, 78 SEFAL w1, il FH 43 $al A0 450 3ok ok 5 $2 4R 9 3R =)
A B I AT B A T R 45 A8 DL AR AT 2 B o TR AR
A ST KRR B 56 & L 2 LDEL # e A, A H 38 4 5
FURN 1 e, 230 S 50R W R A, BERE AT @ 1B IR &
MAEH AR PR R UF R . KEgi M, &+ CNN
B SFFMNet 7EH @ PEfE FITT B R Z S T B IF 8

« 192 -

2R ST RS 2 Ry B R R A B R A SR AR T —
AR BRI R, A BRI 5 HER N P ki —
ENE . SR, A At A 28 9 4% B A 5 1 10 ¢ B R o —
FE RIS MEFEfh MK P I E I R B R R,
W X5 T A3 RR A 1 ] A7 R AUF 5T DL % T R T v AR A 3k
FRIESRHOTT 15 W 8 R S T SR AL WL 0 4 ek 1 B Ty )
Z—.
BT #
(1] DONG C. LOY C C, HE K, et al

resolution using deep convolutional networks [ ] ].

Image super-

IEEE Transactions on Pattern Analysis and Machine
Intelligence, 2015, 38(2) . 295-307.
[2]  TTH.6TE,KE. 5. T IRERE AN EE )M



R F R T EHAA AR AR 52 BA 5 P F M %R

5524 W

(3]

[4]

L6]

[7]

(8]

(9]

[10]

2% i GO 2y BER E AR (T ] TFBHL TR, 2023,49(5)
231-238.

DING Z X, YU L, ZHANG ], et al. Image super-
resolution reconstruction based on depth
adaptive network [ J 1.
Engineering, 2023, 49(5) . 231-238.

NIU B, WEN W, REN W, et al. Single image super-

holistic attention network [ C].

residual

attention Computer

resolution via a
Springer International Publishing, 2020. 191-207.
MEI Y. FAN Y., ZHOU Y, et al. Image super-
attention and
IEEE/CVF

Vision and

resolution with cross-scale non-local
exhaustive self-exemplars mining [ C].
Conference on Computer Pattern
Recognition, 2020: 5690-5699.

LIANG J, CAO J, SUN G, et al

restoration using swin transformer [ C]. IEEE/CVF

Swinir: Image

International Conference on Computer Vision, 2021:
1833-1844.

Wlal B R AR L 45 26T CBAM-SRResNet 7K
RGO 2 B A A AT AL ] T R L 2025,48
(1):20-28.

YANG T, WEI W M, FU CH CH, et al.
on underwater image super-resolution reconstruction
CBAM-SRResNet [ ] 1.
Measurement Technology. 2025,48(1) :20-28.

SHI W. CABALLERO J. HUSZAR F, et al. Real-

time single image and video super-resolution using an

Research

based on Electronic

efficient sub-pixel convolutional neural network[ CJ.
IEEE Conference on Computer Vision and Pattern
Recognition, 2016: 1874-1883.

HUI Z, GAO X, YANG Y, et al. Lightweight image
super-resolution with information multi-distillation
network[ CJ]. 27th ACM International Conference on
Multimedia, 2019. 2024-2032.

JAB SO RS0, B A 5. — iR R 2 N
HEEGE PR FEEMNLLT] B F ¥4, 2022,50
(10) :2336-2346.

ZHOU D W, LI W B, LI J X, et al. Image super-
resolution reconstruction based on lightweight multi-scale
channel attention network[]]. Acta Electronica Sinica,
2022, 50(10): 2336-2346.

Mo, RSN, o . 2 R (E BRI B g &l
o B E R (1] E TR 24 (A AR O,
2023,62(4) :654-664.

YANG SH R, CHE W G, GAO SH X. Super-
resolution algorithm for lightweight image based on
Journal of

multi-scale information distillation [ ] ].

Xiamen University ( Natural Science), 2023, 62 (4) .

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

654-664.

SUN L. DONG J, TANG J. et al. Spatially-adaptive
feature modulation for efficient image
resolution[ C]. IEEE/CVF International Conference
on Computer Vision,2023: 13190-13199.

ZREF X /INFR . T TE AT 43 B 5% 22 W 45 11 PGB G B R
LT, Pl R ,2023,46(6) :84-90.

LI X,LIU X Y. Image super-resolution reconstruction

super-

based on channel-separable residual network [ ] J.
Electronic Measurement Technology, 2023, 46 (6):
84-90.
DU Z,

efficient

LIU D,
network
resolution[ C]. IEEE/CVF Conference on Computer
Vision and Pattern Recognition,2022: 853-862.

CUI Y, REN W, KNOLL A.
modulation for universal image restoration[ ]J]. IEEE
Video

LIU J,

towards

et al. Fast and memory-

efficient image super-

Omni-kernel

and Systems for
Technology. 2024, 34(12): 12496-12509.
PREEZ RS R B AT E S RGN
AT BEAR LA T[T ). AR R B T R 2 i CH AR B 2
W2, 2025, 51(3): 341-352.

CHEN ]J Y, HUANG X Y, WU SH X, et al. High-

resolution pose estimation based on reparameterized

Transactions on Circuits

large kernel convolution[]J]. Journal of East China
University of Science and Technology, 2025, 51(3):
341-352.

LI1Y, HOU Q, ZHENG Z, et al. Large selective kernel
network for remote sensing object detection[ C]. IEEE/
CVF International Conference on Computer Vision, 2023
16794-16805.

ZHANG D, HUANG F, LIU S,

Revisiting the swinir with fast fourier convolution and

et al. Swinfir:
improved training for image super resolution [ ] ].
ArXiv preprint arXiv:2208. 11247, 2022,

MAO X, LIU Y, LIU F, et al. Intriguing findings of
frequency selection for image deblurring [C]. AAAI
Conference on Artificial Intelligence, 2023, 37 (2):
1905-1913.

AGUSTSSON E, TIMOFTE R. Ntire 2017 challenge on
single image super-resolution: Dataset and study [ C].
IEEE Conference on Computer Vision and Pattern
Recognition Workshops, 2017 1110-1121.

SUN L. PAN J. TANG J. Shufflemixer: An efficient
convnet for image super-resolution[]J]. Advances in
Neural Information Processing Systems, 2022, 35:
17314-17326.

LI W, ZHOU K. QI L, Linearly-

et al. Lapar:

+ 193 -



%48 % v 7o ¥ o3 A

assembled pixel-adaptive regression network for single [26] GU J, DONG C. Interpreting super-resolution
image super-resolution and beyond[J]. Advances in networks with local attribution maps[ C]. IEEE/CVF
Neural Information Processing Systems, 2020, 33: Conference on Computer Vision and Pattern
20343-20355. Recognition, 2021.

[22] GAO G, LI W, LI J, et al. Feature distillation 1EE®/NT
interaction weighting network for lightweight image PR SF A, BN T R IREE S AW
super-resolution [ C ]. AAAI Conference on Artificial 2R A2 T B R BT
Intelligence, 2022, 36(1): 661-669. E-mail: xaviergu. cn@ gmail. com

[23] HUI Z, GAO X, YANG Y, et al. Lightweight image EHCGEEES) B 802, TEMIR T RS
super-resolution with information multi-distillation S4E R T
network[ CJ. 27th ACM International Conference on E-mail: lijiaoshu@shu. edu. cn
Multimedia, 2019 2024-2032. WER M, HOE T BF 0 0 i K8 S R

[24] LIMB, SON S, KIM H, et al. Enhanced deep residual B,
networks for single image super-resolution [ C]. IEEE E-mail : gayshh@shu. edu. cn
Conference on Computer Vision and Pattern Recognition RER.GEMEA ., FEWR T HIEE2ES E W
Workshops. 2017; 136-144, Sy A

[25] LUZ, LIJ, LIU H, et al. Transformer for single image E-mail: wuhaochen@ shu. edu. cn

super-resolution[ C]. IEEE/CVF Conference on Computer
Vision and Pattern Recognition, 2022 457-466.

194 -

B LTRSS BT = S %
E-mail:284089474(@qq. com



